FUIATS=LIAS|-=EHAATH SSUT

PIZRIS(AD) 2212 B(I)
Al 2210] BEH HHEIA #11

2 | QUIAT OIZRLS 22| AT

nﬁ 3| | QHIATS] ol|o|=!
i 718 fHiIAzS=elHE

0|2, 0|2H Xz

M e g g=siess H

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

IwAY | guA
agaeer| | BRsee

PR .

0 sIE :
i 100 | J@; Nasssael UL EHH 412
”‘ﬂH RO BT T Pt i

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

79119
ISBN 979-

35
-23-5

9

0"6152
-11-90615-

191



FUA TSRS UM A7 ST

2IZ RIS (Al =212 E(1)
Al 22/9] @&t HHEAA 31

2 | QUIAT AIZRLS 22| AT

7|2l | fUI2Z SRS

0=, 0l5H Xz

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Al 2|9 HEat HHHAA A
7] 8 QUATSESYS

Xi20] 02, 0|5

HHR QUATSIESS]

0| 327

HAg 20214 122 10

FUlAT=R?IEe]

Mg &

3=

M3} (02) 6958-4164
sc.team@unesco.or.kr
WWW. Unesco.or.kr

ISBN  979-11-90615-23-5

(RU2TZ) 26

© wHAZet=?Ha], 2021

el

« 5 S0 712 AR L ek

[=)
ol ol A
= 5=

A[oHX]

0] & L§80| e E=

ZoiFA7] IR

Ql
=

== U

O] M2 KMAHHO Dt 2ogt

o

H

i
=

et FE=H

= 5
= oo

tH,

QUAT SIS




RS Aolel) ST} A4S

e

Ak

~

__OL

YAt 4] o

~Oo

9,]}\

]_

~°

;O.“

AR NS 5 4

1

| .

3iA
tal

olojAigi
24 $aop
A 947] 9l

[©)

|

o] W= ofof

Alell, A=E ol

A
al
%5

=
=

o

T

[

3 g9
hiz |

oA
tod o

o

il

ol gge] vRE 4% Ao

7 9

AL E7A71e

°] %
oF

e
P

37} ot mehy

0

.]

&

12 68 ¢

o=
A) 9 GEle Ak 2]4jo] 2
S

A

o

PNt}
=

B

°

Al
=2

- =ed oy 9o
g2 A

3|
4
B2

o A
steldl, S Alole)

olx 1
A

)

A5

=

Apelgiet.

Azo] 4

il

2z
==

o.

el 43

tol, = A1

= E5
= 6°

g2 ¥4

o=
LN

St .
of

3

=9 15

]|

=

ol

(E

1 A} g



T Al 7142 A9 Qs AR BAS 2ed0s|T 1T itk A 2 s
gt vl ﬂﬂilﬂ*“*wr AR 92, thtz FAY 947 5L AR A5 St
olARTh B8 SfeH B BASUU AT AF7H olfat BA) et gL AZ

g HEZA0] 7|2 ¢Sy

20189 FHIATE ABASAN A A o182 93 FAH AFL W]
95t opilF ZEAES NS 123 A4 34 of 7 A A7 49 o] ARAEY

Balsh G AHR B2S AR 20219 119 259 1937 AT Sge] v
UX2 ‘Al 97 AL'E BAFoE AAYEUL

fUlAT AT 89 ATE Al AHT A olge BN A% A% 9
o]

S T Al 93] AL 3¢ %Ewﬂﬂlﬂ“l‘%&%@%ﬂ

Jo
=
L>
4
18
Pl
to
e,
of
2
19
r
()
mid
)
)
e
Tg
,.J;
i)
=
Jo
i
i
=
Ho
i)
)
4 H R

okl 75l |4, AHEA Hofo] MAZ2o g Al g8 HI oS st ZHZQl
o8 Sfof Uik T3 A $2AfSlo] vlAE sl dae Ale Beld
sflRse) A2 o2 4 T O, Al 92 B1E oA 3 Al
AQA7bol thet A2 ol Al o ARE A EEF %ot

A

==
2



2o 23 3502 AFAS

i =2

[ Aol 7iet dErkee] =9l Al &2t HAls

oj=fet
ot A7E FAPSU ©
gl He A4 £4S EU= AAGIE e d=9] Al &2 #Ash gelo] ko=
AR EES 89l 7199 5 U1 v syt

FozTRR A AREY
@747



A 49 FHADTHS SUARAFAYS 7 BRI AL T F 7L
oS PR BRESTES Whslel ST 15U BRIV F 4uEd
"IFASAD ik .9 WA APOR SR TEHOR 482 ATLF

& FHAT of7 SoIAE I £ YIRS WEY] 9P

27 Zo] AP Tk B Ao TEHS Al 82 9 A 01S Yol Al &
UH WABE AEEkT YUtk EH ARt 23 & B4 BU FAIBA
ek ole @ 4 ek, of el 15t Al 2 UH Aol 9] HE gEol
ERSBA Al A7 2] 92 A Yo WA BAR dolZ 7RsAel

22 A EF stolA Al &5 olroll tigt 2718 Filazt=2deiet

H A7 A=A A7E0] 15t =Hi9] Al w29 HiA|st
S-2Aoto] SEUtolA 9] Al &2 B HAISH FFE AAIRE ol A=

FF I Al B FH 9 HAISE =9 A F8% Fart 2 Aoz VdEy:



AL A AMUAS S o8 SEolH ThE Aol WA AR
E31 obAE e ot Bag JPYUch. olo] et % 713 7 A7EY
ozt 24 Ao| ohlet FFo|E 23 0|2 ATHUES HigoR S
Y P5o| ol20|x7|8 71 AT FAR .






%7\|' AL S:2)9) AT Avda o7

@ AL S:219) At 3] / 9

A1 23 AL Q8] 20]0] RJB crrrrrrrrrrrrrisieisinsssi 5
1. AL QEI(Ehics)Q] AJT cceeeeeeeeeeessssssssssssisssssssssssesss s 5
2. QB () v, ELICS w+eveeeeeerrssssssmsssesss s 7
3. AL QIZHETE T FABIIEY woovvvvvermmmmmsss 11
A AL AFZEZO] TAIAY oot 12
5. SEAE] TROE QA JUH] rvvvvvveeseresssneneesssssssssss 16
G QITITF TFT vvvessesssmssmsmmmmmsm s 16

PSR 1 e OO 19
R R L R - 19
2. Al 28] %% B7KAI Bthical Impact ASSessment) -« esessessssssssessess 7
3. F84(Transparency), A87Fs/3(Explainability), 7/J(Accountability) =+ 26
4 BCA AWAAADAPLVvE GOVEINALCE) -+ -rrereresrsersesssmssssessssesssssssnessessssesssse 29
5. AL SJEJAIE AL Q] T crrrreereeressssssssssssssssssssssssssss s 30

14"3}1_(;_ —'é!-ig Al .8__;1] }L.-T_q]_o,] /\]A].;g ................................................................................. 31



Al &219] AT AMdL A

@ Al 9] AR Al 7t / 43

2 39
e S o e B 41
1. AL AJAEIG] ZQ HLOE cvreireieiieieieci 41
2. Al AJAEIO] AFSIZANZ QG -vvvvrrsssssvveesssmssesssssssessssssssssssssessssssses s 8
AI3E AL ABUAL] QA RUZ] oererererermsieieieeie e 47
LI R T e [ S 48
I s 2 — 5
Iy T B e o 59
i, 71e Ao Okl 2RSSt S S5 oo bR 59
I 50
3. ARSI TEHO] LPRS] +vvvervrersessesssessmnsissistssis s 61
s D o SO P PP 62
i S S SRS 65



A1

0 & 2 (BlTHat HslEt 4

o)

12 222 Al &8 =29 A|Y
M2Z HHiet BE
M3Z 222 Al &5 =29 NME






H1E 22Y Al 22 =09 X[FD

1. Al £2|(Ethics)2| Al

213 -—(AI)A A7k Sk SE Batolh S Al TEEA g e
= 232 obx) H njefe] Fol A, Irrks B W4t e wH Ui A} S
A IS 2144 o4 e Wil o] AT 4 20 252 9 o
wolo] ot} 9 AY ofE FFE B AUAS AL 7t W) 4L W Hes
= T 2] % B AFSS olu] Ale] £8L Wi . AU} 48] Fi Ale
L ol THE 7ML AER FES AY S5 AT AT B A9l 1)
o

s o] 871 ek, Aol 35 w338 34 Jah oy ) 3

H3°

R

ﬂllf

Agrawal 2018).

AI9) Q4SRRI 2T o)A AlZE A7ISHe ofe e, Alslzetd 4
Shexog AMAOR esh: AT U T BFE Fsich WA R Qi
ol & & AYE HE, A7, AT Y LA FHoIAE Al E8o] EolpHA diF

jaka)
o

1) 2.1 89 0”:‘(2 1.1, 212, 213, 2.1,4) W82 Zxt 1535t 9% (HORIZONYOl 20214 5€ 31¢
Wgst 1122 vigro g A9}



6 || A 239 Aust Amus @7

A A7 Lot & ke FEEA Fe33 olF ARIE sjAsiA QIxte] 5o
257H e ARE DA H2ghe fREIOH ZIdi7t oAl AAEIL it Mason
2016). ol AJRo] AdE= st MO R =51 Y= 7| RAE JHES o=yl
A1 Z2o] EQIthSuskind and Suskind 2017).

Alo] i3t o] theret AHES BPH R T Hofs A A4 =9 Hgoi=
7 AL &2](ethics)ehs g0 R EEF}. A o8 Ws Yeks9] EIl OECD

oA AlS] 7o 7hAt & Slea} 9E-S aejsto] ARBH R 87150 29 A%
AL o= 8¢S o ux Al 32 Y (ethical principles)?]gh= 8ol& AR},

T A7 BolA 71 EdekAl Al 92 =909t 4 & ures o kst

U= FUIAFE Al |82k 8015 ARSRITHUNESCO 2019, 2020). £3] U&=
20219 11€ ZF3JollA A o7l Al 28] AIoA AlZF 7HQ13E AlSlel B ohokst
HHe 2ZHog gAlgto 24 OECDY EUQ Al 28] w971 & HA14/71&4 g
ol Hgote] &2 AHE A7 A diulHct. o= o] % A Ethicsd] X4
Ju|E 2H5HA HohliEe Aleetal B7ke 4= 9loH o]d SJulofi] A H o =® T
ARElo] Q= oA Al &2 =99 AEAS AdvL & k.

P
)

ojfigto] oflty AAFHCR 7MY F H7|HASSAAAR] [EEE(Institute of
Electronical and Electronics Enginerrs)a= Al7Feh= @07t & 4= Q1= E2 835 99
3} 52 AAsto] AlRk= folEthE A/IS(Autonomous Inteﬂigent System)2h= £-0]
£ Moottt 9 [EEE ERF A/ISO] A GACIARE FEdo dx|ste A4
(Ethically Aligned Design)’ 7i'd< 735 ot 119t #=AHE =14 £& vido] &
£ SITHIEEE 2020).

T FjellAl Al S2lehs o] Aol thel o183 S B She AgEel
5} 9ick. of3 ] uAol Zhxish FHE Hale] gelE APA7IE Flo] ReSlehe
Ao) QIkY. & 4% k. ARE ZAAAL TR AY ATE B 5 47 24

BAZ AAZA) g 3 Tstolt 714L geloks FaRt XEUA Fololeh A7



A Al g0l a3 || 7

o4 U oIt} AAZ Lol Selot Folrlee FaHel 08 AHE Aglsha
| Zezol Mgt gtk Qo

e, 52 o] Qe of et 4 A
9= HoltHol S, 23] 2011)

SpAjut ueha|st Tske el Spsop Hlrk Az ofe] olfe AYsiEy
THKitcher 2001). HFHOE 5t ATE Sasl] Yol Bt 4
A IR B0 20| AP0 R, 49 Txﬂ gx;oﬂ oA

TG

>
o N
%mlm
:
A,
o =
o,
)
rsﬂli
_IELE
12 N
rsﬂ—ﬂ
i
O o
N
T
)
o £
41 N
@
I
5
3&
ﬁﬂ
a:_
>~_l_:
EN
lo o
ol
ne
2
F_.%l'ar_u
e o’ > oW —
2ok foh b @
L2 o & o oW

2. 22(f&EE) vs. ethics

AL 2ol dis] Wiejollxl @ o] Ato]7} WAsh= AY7N? o2 o7k URATH
2= 223 & gle(incommensurate) & 7HE, & S2({@#)2} ethics Ate]9] 9u]

Aol7t FR% ol get Azt A 1 oop/| e s,

rl:l
<
o
(i
o
rlr

O

9elo] QYA o] Hzio] wpEA, Lol AT AAR Agto]
7o) Qltk. o] Mo EEIo|AHS gefol it Ho, “AgoRA g
U AAok & el ok YA o] el AT 4R HES of/l1 Rug

ON



8 || A 239 Aust Amus @7

Sehe W9t A4 HQ 518 M9IE ol ITH O Alolelut A7)k B9l 2 A
2t} 5, elgolA] Sejgt jQlo] o)A WS Eejo] of b WES S
A0 UsP] BAGE Aol EEFoIRAAL &7 AAde S ALY (4
Zyete 280 S “ohit Ui Aol & THE oot Aok S ol ek
A2, U9 SR ST 5 g WEolglrh t BAS S3 U, o] BYHE
0219 2 7idlo] 1A Akt BAY olu] FuAY FARL TRk S4o] A
et oot

ol4] o]& &2 MYow Al 2= BFS @ﬁ%ﬁﬂﬂ 7F Bl ol4fsiths e
1 2 EA7E E AL AR o] Rt

9] Afolle 1A A= Aol
2 AP 1gA gt dg &
Al Q751 B Al9] G-84o]
E}(Mltcheu 2020). o|4E dA
ESFSA|TH wo. AL ALg]A

_IR i_,

Al Tﬂoﬂ/ﬂ i/lﬂﬂ e W82 (B3] AUA ¥

TN ZAE Hebotal 324 vhdsfor ske F2olal, tiFee 4¢ 1 2AI-
Aol 24 uhd I AAVF B2 A o]y gt THAE FE
asforsty] Mo =AAolal Aidet ARl %31E 873ttH(Fry 2019). -2
2 dez Al #2E AdZ olsfshy] ofge A= 7o oyt

1% ofA Fol9Y ethics= ol ofm|QIA] AwHA} o] WA HH ethicse ALTh
JE]Ao]ofl A ‘1A (character) & 5ok= ©o] ethos, 181 E}Eloioﬂfﬂ ‘H<5(customs)
< %ok= ©0f mores? 72 #Ho] Stk moreszh= Tole $-27F E3] ‘=H & ol
I HYshk= o] ‘moral’?] ofHol7|& Sttt 98 IA EHO WE w24 =Y AS
Mg EEfA 2%o] FololAk (Fetaoz dEsHA FEY HE AlLfstd) o] &=
E&A 2= Bl AUk 1A SAHE FoJARA AAE ethic®] H2= "A set

of moral principles, especially ones relating to or affirming a specified group,



A AL g9 AEa A || 9

B o]—e @4 A05850] ethics] o1l 53
AgolL} Ropich THEE 2ulE0] 70| The 4 9, T ofnlrt EgHEof
ohe it QBT 191 olefdt SHL el e g gojo) ethicol
£ 7j19) % Aol ohet 1 W AL uliAg

oo AR,

39,

Mg 289 71olFal AARE 2 A-20t A 9] ethicoll Sigdhe 7Hgol olAH

AN 2t ARH 22 7IRAET Qe AME A5 FH, S94 A9
=R RA Ao R S AT Tﬂ(research ethics) 2= 7igo|y 5‘4% AZE T 9)
= AeF %El(professmnal ethics) 7ol 23 ethic 7Hk§ JJ:L 5 Ao of

% 0 2122517 ofsll
o, 3ot A7A AT GAIS] S E)4) wE gelvt of Washie gL 9uug
29 ATe mEc ofslg 4 Y WgolAT Folo] ethicg WRT A 7120

o] Z1HoA 23fe] X E AAY Bt et WA= T gl 7ide] EXAL
A9 ethic 7igol ZHt=rtal g3k 2o obdth. 17 A 22 (number) 7iEL.
2 A S99 o]l Hop 23FR] Aeu A Jligeo] A 4 Aol
Fgole AFolu Byt g2 dalxes sy E9319) ZAR| R 49
o ZAelt. 21 oujofA o] &= /Hdolyt G019 ethics’ /Hd EF 5S55H
oJuiSle ol A 22, dlE 501 Al 3] o =4 lﬂA"ﬂH EES 4 Lt
© &% ethic 9l w5 o& Fofsh=t] 9-2vt ool gt ‘&2l dS 41
Fofgiord A QataFoly =2 Fo7t ofglE Aoleke Aol Al ethicset ¥
dslo] TAH R S8 o Sl Wte HEAY HARs 55 FAE o S s
Al gAdsor & FEo] vz ojzlolth.



10 || areae st Amgs oz

gtk o] Aelat AE)E tzA2E ojnlo] g2l o7t lgEe) Hojol

2 9 9e)0) gl oo} FAHCR oft]olA] o]t Y7t? oA A7HaE ofF Al
ool Bgsi Rawle Holae et Agja o 2780k 3 7t
oleh A, TE)T 1 XS Aol £% SEo| Yotk ARl ofgl
Aol BB BLAQ 824 HABS Ao L] AL TeiFor T ofgf 74|

Mo
WEM g
1
>
rr

2 Al Hoa 28 7Rs3) vkl o @ g dHiradeof)shs B0 & olojx|A| =i}, 17
T O™ IEOIA AEHoR B2 Zi—‘é—’ Atole] xqzOlUr AEE sfof sk 39 24
o}ﬂl Het, 719 5ol ik At wedolA A os HAHE oy A5

E
I &2jet #1d + Jth'= Ado] ¥ ol S8HA g Zolt

a7k AF1A o)A 27He ofg] 1, oIS Sof X192 BS Aolol HAl]
wE3l7] ofele 7o) EAIRIT. 1911 o] o NS ke SAlo] Adsh] A
B o P} T B4 U, QUAOR BT Pl ol 4
5o 8208 gejoleha BAHE 4 o WAoE A7) g A
ot Wow AFstol WEsH A BEIHA Hek. Fds] Al 829 ol WAl 2]
o S wHZbA PA0R 8 ASlA 2ol A Sl Qi)

Fll‘

tolr
24_,

e

o7 ofafs Al %FM o)A AR Alo} Teis chop Ajld, Abgld, A,
A Al S St At RS BH A ke 99 Aol B0

ks
E E55= 7= Oﬁﬂ Aol o 1 7HNE gt #43 A EFck= HALE
Al 7} &85 517] flsiale of® Hofl Fofokal o' A|&=2] FA|E nisof sh=A
£ U0 E gMtE = o] BasitelFd & 2019, e=3As e 2019;
Sharre 2019).

oA HE|L o2 of7] VA S B0 Wt AR o R 87153t SjAMS
Fop7t= o] Ao Fog ulsk=AE T Al 99 AHHE A7ttt

2) A AR RIAE AL &2 il o] e B IAeL of Hughe AT or Sdske 4 CRias
ZZ3IL A ofe fFUIAF Al #2] i B Al &2 ¥ 34| 249 AEHEE Hole HE F sty



A AL g2 A 34 || 11

3. Al QIHC} G FFemp

olste} ApACE A9 FAAol ASIH AR oY A AL Al Q7
HAo|L ARE PR RRE 8]0 gkt A B FHY Aoleks Aol
A ol9ick. GARE Abel Ths) Tuel 7]%o] ute) ok ke B 4 9k <
7k A} THAL ATl SAGH Ak AAS) TR B sl B 4 ol
AL FHOl7] RS T Ak SEe Heishs AT 9lch UsL 2eY Rl B

glo] ARt ARt Aoyt AE Uigls Al 9AE

A SAtET B AlFRits ool ARl HiH7|e Jrt. ShARE ofA] o] Rk AR

olzg AJRHEL A7} Q7bET § BAE 4% QA|uk ITkol HRAl o2 © WA AR
A=A

T3 % 2277 = A BHeAY B etk AL Yue) 2o
vg1? A7 Bsjo} sheAlol o) gel] Aol o] BARE Aina)

mlo

94

Aloh B 894 ARE BE o vl EWsiA 23 dollok sk e @Al
ZABHE (223 7P7he Blgell 548 Aleh SF Gstol] SAshe, xkah e ohe
0] g4 eish A B S SAse 74 Al Aole] Tl 1S
vl mgtelo] TRzt Qelt AP Al Q7o) SHT 5L FUY BHoR BhE

A ELA5Olt} o] AMEL #9351 FHolE ZH=rHo]5d 9] 2018; Kaplan 2016).

AR, O|FTFe} 2L AL obfe] ARpEHOR 7T 4 i WAL Bk A
Al A1 ofulo]q, AAEA owit 79 e 2% gheth e RS mslo]
A3l0] A&t BAE] ofn|S BAHQ oJulo]A ojsfalth B 4 itk oS Sof

ol S B 7158 Selt i olRrhe] Whe AlR'E 958 Holx|, 47|

2 olgTt 9Ald mheg 2 AL Yk

EA, o]F0HE HIRT AL AL AFEc G o wasiA st A e
= 729 Hets v 5 U HElEks, O AT BT /Rlo] sk o 4, g



12 || & oy Bt AMgs a7

o) AolLt 24 Bl AR LokAL AR A BAS AR WA B St
oL BE AZol S48 B9 AR PEIAL B1g YA Bo] St 98 Y

[ 32 Al 252 Agk EARI shATE BRIg AFRA Y o] BE 92 Z3td]
A s %01 OE A oA 35 AU F¥ckeE 4 5= X
S(General Intelligence)< 2k Al+= o}

3] 2H @AM 77k AlD Woll ¢-2] 4ollA Gt ATE dA & =

=4 4 =2
52y

rlo i

Rui

i

o
:Cé
i
i
sl
rir
o)
g

¢

o AF2RA S
W= 7FeE AL Tk

4. Al ‘MNEE9| 2NN

Teme ofdl el Al AL thedt Zo] olafsior BTt WA (191

Ve wdle] $4) Al BAolat Holo] JulE & 4 913 Y AR B

ojnl A, A181H, eld WA ol 4 Qi oA Phe'E A4 4 gick aeme

AVH e B 52 3R A8 old 9Ad nheg 24 g uxt
o

ZPAE Rk BB eah 9T Fo) S5 HlolES B8 714 g

olgA Aelsta Wi Az ARt £AE R ﬂﬂl < Qo] Btk 2= Al7h
et S 23 g2 W= & vad HA @271 ™Y o] A-RE AL
=34 Pt AFEE Aol fele A9 23 ghol 3%
AZ G doterl? 250 A4 B )7t Ale E8oks =40 wet 1 Ee '

§
=)
=)
)
(e
)
)
rO
=
Mo
Ch
e



A AT g2 A 34 || 13

Zit}, ol EAA ARAo|1l o] ARAE ettty dfjA] AxpEA 0|1 TSR] Yok usk
At glth. SHAEE = 100t 7149 1B FAF SolA FAdo] ol JEr AEAo=m
U _1_14 o}x}

4
Bk 3 94 5741 APASIARE o AR B AeEed i) 3o

=21 o«

La—ﬂ
>~

AV 2 ow HAYA7 Aol Hls e

FHow 3] %%acaa}i, - A g 4 A4S L8 20

Rl o ?P%‘-ﬂxﬂ. WL s 4ok ol92 TERSE W /|3lE uEs
L o] RgSii B4HY WHAT ANS 2 5 Uk AH, ool PHR 55
§ S HolA Fohe HE AL 98 Aslol A A2 BBS ol AAH
=AY st AMEoR EAsiths AHloltt

1R8] of714 W7t ol 2] Al]o] T Bt SW'S sobst olo] that
e nhelsly] 9I9) AL B8H AS Tels) Bap HI A4S Sedolt Als
(o3

A 320l AlE B8t & Zlolzke Aol H4 s

T



14 || a1 eagy st AMgs a7

o4 Al2] S0 uteh Ale] A 5 Al 2B BIHS FTTUA XY 4
= 9T %A %S S5 ek 53] @4 AASEE ALY o] A7k S3E Hel
B2 714 St 1 dole AgelH 2AgE 784 52 o] /e vl
IR stolek BARe] SIS oAt ol Ale] ool A Sl 2

oA AEL & o AwalA 7itkEo] BAY. Ale] A% B0 e} 1 Ase] 2H4S
2731 Wolok & AVH B EART) IHUE o] BRo| AIZ Aeta S} Al
o #4220 2T AANE Q7o T AVE £9 g Zelw 1o dhe) TR
273 AL SO BT Holth. ofule] BAV} § o THHY SHL AU
3} ulg o3 ofele WAOR HEASIE A ety Al A9l FAT
T8 A ek 277 e 4] gl

i

[¢)

SHAE o] A2 AQLE ol B Bshe). o|2ret 2L AalA wFanpt 2
Al 3ATE 278k Aol FEACE Bt Holk ko] o7t g
275 30| ol AE Szololof SHeAol HSlE AYE Aolo] Aato] 47

A% S HYEIA 25 wﬂ 2x02 zﬂw oz nz

o, r[o

L e o meIYe] AL e Aola}% HlfﬂrOl A7\=e] ek, Sl A
A7} =39] 2707k S AAE, BUSSe] TR BATe desl)g dal
=)



A AL g2 A 34 || 15

2Ado] wAsls BAo) A90l0 25 AR th. BE Ao A9/} OE BE A
34 7102 SASIRA7I B XAk & Hrid Xk okt FAHCR of
kg0l A9 oAb, B34, AslA Aol wet 54 $59 @omdol ojs) W
o A¥Y A nishL ot dejne Sk Al A7) WA B 462} ot

< ARRlA 7] 9] stugk A sfof ot Fa% H2 o|Fret g2 THEE 8
T 27} e Al 713 3 AR dA0A ofe Hro] SR o] At sERIAE

u]g] DHISHL ol FaeiZolt dold 43 B T§ We] ureisk Folck

o1 0l Hs) B vhat Pk el NS 4B vEdle] AFEY

| 2 AR A Al BEEO] BT A% azael 35, 199
L 570] FHTS AT 80k BAE Al AE DAGIARE FEe 84 o2 B
2solok 311 o] 2% 8ol TAHZ AL FA dolge 1 2 BE B3
ke soloh ek, WL AV} Skes] FoEo] B Slo] ohlet 94l A1 AR

fus =
2e)7 UUE uofsior ¥ 2o AlZolelt ¥ AT AWK ol

o] =9l Bl g Al 287F FAA o tfsf EE }—;EHV} =t Al &8=
(H wfol 53T gut A5 25 ALE HiAIslH) AI9] AFEE, §9] Qe A&AQ
EAE 11 U= 5ok A (automated decisions)©] 8|7t AF5HA| of7|= 71E
A 59 T AFA THE et 50l TR SEE7] A ofd
FESHL ofW WAY] A=A thgS S sfoF shA(of thet =2oolth. 18] il o] =2jo}
J25E A A AHS Al 8T} 289 A F7](entire lifecycle)ol A&
olof 5t 11 =97} Y nA = AT 24 At £3FE A520% 1 sfof
et




16 || A eae st Amgs oz

5. A 3RS Mol 13

% oA Sl Al o] Thet A BALL 2'E ethicsd] O B oJsfs
L HiglollA] o]Rojx|3L 9, 1 o] of| 2] LeHoR et ZEAAL 43
S RE Aol U T4 2 PA0R Ueh A Shethe 42 9 o
itk Al Seloh Blste] 4% AHsl B BA 94 oot ohiehe HE Sl
ek

TAAA] AT B &214 FAO tiet 54l=9] 52 2= F57T Al &3] 84
o

QIrhe A5 2 4 Yk 714 RS BEE AES s Yk Ado] W S,

ddz oz Al 7|g MEe Axshe vy & AS 2L 3le EUZE B4 Al &4
HA Al s EAsH e UHe2 1 Akl ofd B4 02 fied ol e A2
Atdolet. sl 11 S gAfell Al i A4 HekE vl=at EUS| Hejet Y

o

S Aesfor HAo] A ete] o7t 9l o] % vete] A8E, £514 A
o] Fjo] o] o] £ Uzl YT AEY WIS A FAE BA A

6. 21} 7Y

o1l WAolA Al 8] S0l T Sado] £ &
A5 1 g o] Az ol %A Awske Aof thahi 2]
w4, = 229 Adviso) weky 1
w gtk s)4 4] =0lo] AAAHel 586 obwa FaAo] gl AL ohith. 23]
o ] =00 AY o9l glo] ‘AT FHS AEIT ek FAHL Bk

v
it
!
-
ojN
>,
ol

Ir
4
2
o2
i
k1
30,
v}
ng
N,



Avg AL e A 34 || 17

Atks FolA HIEE @l 59 FHd =7He2 HAIRtE JH 9 71&d(Basic
Rights)¥to] obujz} xjiti 2] wistol A WA|s} o]de] E7H4] delz dH=e T&4

A-H(Fundamental Freedom)of] gt 7327} FE2{%Ic,

o714 ZEY Aol % 741 Atk AL BETHAL Al B e =
S 2io] et Rl AARE Hold Ao Hhat ol
42 Hof

919 =jel M gotiy] offrhs Abdeln. =ROAl A

2 2517](expanding the circle) 9] BRA4o] B ArSe] Fashl Bk 430l
gebl 4 SIEKSinger 2011). ST T8 ‘BHgo] 812 BAiThE Shush] WAE
23} AFA5L T £olo] Hee]H FBo vlgst AL obd AsgReT

e,

Y(ecological flourishing) 52

P 2ol A A AU 71<skar ofof et A

79 g FEoA= AR 71&EH ] o= A

ot It -fUIASL Eal= o] Tkt S84 a1e Alol9] U@k radeoff) 2]

84S Agsta YA, o Al |8 £l A 187F 24 Al Z-8o)A 9]
n L

2

o
iy

9

Jo

=

L>

A

&

T Ho
i)

)

=l

2

o)

rlr

oZ,

Eu)

»

rE



18 || a1 eoey st AMgs oz

Aot Al &2 A =2l A &
A Atele] ol ik Fxoltt. o= EUUr OECD Z°llA] %EEM%tﬂ, Al 70
0 A

S 4 g AR B0 e A o

e *H AIOﬂ T‘HOHHL A4 117} Fasithe

7 3 3 o 27} Apee] Bk, shAle TEokT A Al
714 7t 9] A 4% 2oL ) A0l A0 e 2o 424
DA L7k et A% Awd e
D U o) kA, Al
AQjol 4 Wiyt A0 Al @ele} Tl Fje)

olE HehM= =AIA =2olA v 2 29 FoAE olF U I &2 a9
H8& s mefste A SR, A =M =A#o]al 3t
E=E0| ofFHZ FAO Hisf ARSI oF Ul =2 I oA FASt A o] I
goll Fofste A= Fasith s dojMe 19 2Ase HFol 2o

=



A AT g2 g 34 || 19

22 ZALE A

1. Human in/on the loop?3)

=3 013 szom qux 12 A ]oHO]: 5 hx], &4 JZJJ AAE
FaAR CEE "a“’g@ T = AR AH Pek AT ARJAAE FiL Al
koAt o]9] 9]A Zfo|7} Atk EZ Y (Floridi) 2 SHAEL o|H Algo]
Al ¥ 24 ﬂ'xﬂg AR ALY 7MsS S dthd)

FHIATE v =] Al 7lEEe] AsEA] g2 571014, 1148 S8 A7
2 Al &2 oM tiAld ez Hop A4 s &8 H2S AL 1 93
o AEd A 5= et ANE=TIA 31’5} TAoE B A0l B
]I}, SHAIRE o] tisf S d=r oI M e 35| A
o|ct.

J90% Etstal Hojk AT 887} QI7HE4& (human Centered)o]ojof gth= 3
o AofME FHIAT 3= Atojof oA o7t A9 glal, ol= Al w2 ¥ tE =9
A= wpRb7RAjolt), ol 7|24 o0& AA7HA] 121l 77k wdof /idE Al Q1%
o] ‘EFEA &8sk AolA| A7t F5 oA ti-stoloF & EA7F opyzhe A7
123 Alet R ol 2ol QUoiA ZIA o] xR Al M-S =2A Tl Q1]
ol" FEZEA HAS Aok Rtk A2 5o] EET nRA|gto 2 AlS] 8- thofet
WA o ® RIZF BEXE FAsof Stth= 4% S5 F4EL 9&‘3}.

a2 Hop FAAR] 2ol AASHFIE Al &20A of8A 4T AJAE

3) o] 49 8ol T} S7PLIES] 1] F-83 Bk ARG A olEYA M AAWS) Tl L IE FAF
AR ST Hido] FREARFR A AT,
4) olo] Tet Bk AAT £ B BuAS A2 Al ¥ AL AHH TN BE,



20 || a1 e B ANY a7

W75 2ul B3 o] Beke A2 9 Stk 941 Al 28014 Agke] RS
Q7L AL ALFYA AR gto] MATkow Weksio] 23S el Aol &
4702 olg AL BKst A9l A8 ofFch. o] Z90) Al A 270

A Azt AYT A& HAFA Fethe dulolr Ved g AE# o)7] el

Aol A8 B 531 S Aelo] ohet Al 714E B8 At §EOE A

A= FAS Aeetel= =97t EdstA AP Qiok

ol Ut AFY7H AAlE Al B8 IolA Ueihs A HA B3t oA
A I7gol A Q1zto] WFEA] F4E7ARE WA 0 & Folsk= Human in the Loop 84
A A9 AAI% 25 5 AA T AANA Fagt 9T

< $AA4 #%S 2= Human on
the Loop ®4]0] HiL Qlt}. 94714 ‘in/on'] Aol= FAIAQ A% Mg Akl Q1xto]
Zrof'sts 9AZE =Al(in) ot 2% 28 AA o tiet FAKoversight) HRe 2=

2|9} Atelef st

2
2>

fjo
o

ks
QL
=
Mo
Y
N
38,
lu)
=t
rl
-

i}
=)
rir
2
i—‘ﬂ
i)
o

2 o]l WE' Al Z80I4] Ui RS ohct AFRte) ARIAY HAIZE
z

]
>,
|o
Ll
>,
ol
ol
i)
rlr
H®
o
=
>
>
o
ol
ol

Q.
O.

e o r

h i O
PR o] Ao gAE= A¥o|dtd T8 Human in the Loop W4
Aesh= Ag of-go] vigZls| ®Heltt. o] Faf Al9] H|QIZHY EXJoz Qg &

Hog Aok ol o gl 272 Aol HiElstal I IgollA Al Aud Ao



AA Al 8
289 AAa} A ‘I
21

R
M‘VAI_I‘WO _“0.._ A
o) X JIL.FW.@H
mw_,TWm.Hﬁe@@]
% -~ ° Y
%w%wapr@%
Eﬂﬂﬂmmﬁ@%ﬁh < N A
o LU._.A 5 = .I,Ar o ol R E_E ,Iﬂ_l % < nﬁ_l E._
T o N oL i o Nk s R = o e
= T = m N ~ Q_.._ ZTFO [yl O%E.l 50 ~ OTLu
== %O o” ™ =) o ol X ;2 ] oj T = o) o
o S oe W - T g ™ i wp = Tod ol
i} (ERe) B X Xlo = ~I E.o g = ko ~o o =< = T T * o
of ol [T m s W/ Bo ~ o NI i V S S = T oh h
— 7z0 ol o O = W L_L L_L L = T —_ o __Q.“_ il
AﬁekoxﬁoHTMWo 1Mﬂ04Lw S HE
= Fo () = 3 o) S ™ L= ™ N % P m__m N GG pul
U_J:A oy EnLurmog Q,Vﬂﬂﬂ.auuAﬂoE
owmﬂm._ ﬂaowe]a a_.qvAﬂdrmAwokﬁlﬁ_v]e
ﬂmﬂﬁMM&mmM% wﬁ__e%LmﬁK%qwﬁ,W#&
w;a&zﬂ@mya g%g@&%i#a@@q
OE_Esea4ﬁon s g_oqovLﬂAoo%qqa
o) s z < Ok m_m < e K B i~ o) T T AN <
© mﬂdumLﬂ7m__Lo«_+ Y ]_%Hmamﬂe_a._a%ﬂ
K 14 El ) /ﬂ“ = KO ‘Bo = Em J) << o ‘mvlﬂ o = Eo I~ il 2l m.__.o moo)
A ujy oy w B T % B m < op X T NN oo X <
MM - WA__.lo of 1_Mn_ m or ° E_E or ojo 3 - B m.__....M oj H_% ,E_IE = o of He
Lf ,VL .._._L mK o o) or T WM u_unue IDI m._:._ H_ol X ,_wro J X ~ m,IAE __on_ ,H__E
< W‘o}mﬂaﬂAsz — Powﬂﬁféoemﬂﬁdmﬂmﬂo
L — o o o ° s A ~<H o o X =0 =] o0 <] e S — h\!
S o s B ° 1 5 < X — 2 H % P
o < ‘mvo o Z—.O a vAO %‘Ir _ 7AO ‘UIL ‘UAl]ﬂ R XU
gy o]J oy = Hl )= ~y T ~ 10 = o = N w~ o) w R~
Cl ﬁuu\1ﬂo@ X T mrmd.c_ehﬁv %uzqu
P}Rogi%L o/ y REESERY = o ﬂqu# 5 W =
o s 5 2 iod _— B Ll._ 1D| J X o ~ o . o —_ g ) g
nmo&ﬂlﬁlxuxud|1k WEJW_xﬂLﬂvﬂ,lTw_}qu
% szgAdm_omgm _L_mfowzq@o LT
%o ﬂoéﬂE_ﬁourmwmATé momﬁegceqﬁl%%lﬁoa
T o X ~ o © ) ° ol T o — Ik o e n_.rw (T~ 1|
N T o Ny o . 2 W Yo = o T Sl 5 X < H o ® o W
mz@gdalﬁeﬂya ﬂooﬂuaﬂjgﬂolaf
s [ix o T > — W = > W= By el s B8
H& 1,_A._| o o Q_o = °Q = . o] 1__ X S 1_,_AI n T .DI DS¢ E
m o .mm%] 0 oy ethﬂlu# ﬁﬂ.a T G = ofy Ho
T oW Q 51 ) o pu Jo N <] — ) © o NI
m B 4k}%3ﬂ%04%¢%a3
E <o RIR e 5 o’ - = TH T RN X S or
q@ﬂmé%kzﬂ}aé%wﬁ S
H joimemﬁuéo}mwﬁ
~ = X
° _ﬂmﬁqwﬁﬁﬁ%
SR e E o
BREL m il
o .A—l‘mul,%
T

he
= AAY =
%1:! 3}3’4&4, /\‘]‘6‘(};9_
° EEO]_L___

o

F

A
[e]

=
(]

3ol A



22 || a1 a1 B ANY2 a7

o] AHolA FHIAZ Al &) H119 553 S4S AFT a7t vk fHlAie
A&7t ol dish e Hou A dHTte] ofyet sy} AEE Eoket £
At5]o] oy Fa3t SHof|A Fxska Q. o] FE whgdste] fulAF Y Al €8 EX

ot ol aT} 7|5 2o g3t 7z 2 NH /\é(accountablhty) =95 59 QA

FOI'Z ok B, A2 thopAo] FRHA e by £33 e 3ele) Fa4

_FE

1L Q. ol dsAsTFCIH —agxﬂ =AAQl Fx9| 8K
o] AL Sl 7157 S ShEiA zto] AR FlolH ARAle) o]l ¢
3 A= A 8l "ok Hoh A5ARA ST digf wirtits 3%
2 BYUL Zler & 5 ok 53] Al 7]e°] @Al ARk Hdidt oluAlE 13T o
Al 719 A2 Fos] e 7124 RS EFMoF SPAIEE T Il A AJEiA €
o mRl= FF= A Lsfof ke HS AN WIFTHFAE 21471 71%
71 ARl Sl AEA olsfetE e kEe EoFal AT

2. Al 28 ¥¥ BHAI Ethical Impact Assessment)

QUlAT AT 87 AIE Al A28 7)20] ARlo] 7K Fo] ofe] Hofol] A%
R 5 9li T 94 ES B8] 23 2R 4 U W, AdFoH0s o
SHA) Sloke: W SAH8 R ARE] 2 4 Q7o) Al A29O] B8 o]l gel gt
2 A olFolt A4H BUHTS Fo) Bt wiFHY PA0E Al 7|40] B8

& EE e Ate s Ak

290X T A7} oW FEIPHZHo] ZekE o] k=
the Loop®t #HAE &8 127} F7 A% EARCR
At

HE AsHAH. oo s ¥A= Human

5) & A7) SHERIOIA P wpdS T
on t
gd7Iole g4 o Efeite e AEsta



A AT 21 A 34 || 23

r [¢]
o
.
ox
ok
r>~l
Mo
N
N
.
iR
(i
=
-
o)
Mo
_VE
OSL‘
o,

=2 7t Agto] Uk o ge A
5© 1 WS BURAT 5 1 ol S Sof o] Agke] B0z Ansl
4 95 Aolehe oA AN HAe 2o 4% B/ deid Banols Tus

A3

«l AFNA A= 7]%—«1 g

—_

o 9% 3712 Aokt o] AFHolx e Aoleh LT

2% AR 89l 9 WIS A4 T AR FAE A

7Kso] 31 T3 Hcke 4¥F 0 Al 71& AdelN 834 Tt Fa% 4B

7HsAle ol Sutef §1e: Alojek olAolglet. Sk Akt £e) Rt

AEH B FUHe B7h] ALolE HRo| PHeolut Al AMAc] T AR

Ho] Bx3 AR A9 Al 87 B/} AL AASIL o} 2FsHe o AHH ol
2 A g

Z0laL 1A A =E Aol E7Fett Al | Zolghe +H A

=

(®]

=4, 2ol dishAls fullaz FarolA Al &8 A3 Pl JlolA =4 et A
t/3(solidarity) & AZok= WH4]0& 30| o]FoiAirt. & AHHOE A=F o]

ShHet F9=Eo] Al 2 At tigt 4ES 124 £o 3=t TRt Yast
o 28] 9 B7F A=t oA AHA 1A, E4 A9 Bl FAIHC R HY
Q1 Al &2] F B7F AdAE givhs Aot AAR EU %7} WollA 18jx
OECDY G20 =7} Woll A& Z=+9] Al 98] A=st B8-S 3Rt ol Higoz 2}
9] A=t IS APols P =2 A7 Aol TSA(observatory) 2he B4
2 AE I35 2 2YEH #HAYUZC] A5t ok fulAF A19] AR ol AlA|
How g Agota 110 vlof AxH ofo] FEolA| U= F7IoIA Al 28] IF
7= v|ESE QU ATVF Fok= A P52 Adsh] Yt A2A T8 FA= A
Qto & olafdt 4= Slrt. ot oju] At f =9E &a, Al 2219 Aedk= Uehiitt
o2 ARSIESH 843 AAbe A Eo] aEE oo sprlol| £E4 =7}, dlE E°] OECDY]
AEE U= YA o2 yeto] oj4lsks WA 02 Al 829 AE3}7} o]Fo]x]7]
L olgrie Hg WA ok sit). 12eE Al 98 A3 B71S HRE Al &8 AWda
O] Aws} oA A Aot P& 0] BT} Al £2]9] BHAS SAlO] £F



24 || a1 g1 B ANYL a7

SHe W02 o|Rol Aok & Aoltt. 181 o] HAIA o]A Aol B Szt
A% 7)ol Bet H3ololor T Zolth

AL ] ST B/ AUAY AFOR kel 9 Holeke St AARE v
Z

A AZAGE 9 % Sdrks Aol o) 2 R 3 WFN SHEA Bt
B9 oS HolRT 9k, o Sof Al 87 Tl =4 =0l 1ok ol

AFst7] S1sf el A=H0 A+
A2 =AY v=oly EUSE 22 7l A== viziAol
Aol sl Eot ARk A

=2 ¢
;F‘.:
:l:a‘

AR WA A0S [EEEA ofn| 7Fg 72291 Fejo] Al & #E2 At
Ath= Aol [EEEE 4% 717H o S3e AAA AR &2 Y32 Al 44
Iof| A oLA Hrgt 2| thet AFE AP ©o]E Ethically Aligned Designolzt
+ /Ido& oju] ARk ¥} Qiek. [EEE= of7]o] TLAA] ¢kl o]F Al AA Y &24
M2 B7lotke A 71 AR st Qe @A 7FE gukl 429 P7000
T o5 Hoh ARt 71& B35S AGH0E /dsiA SR oFolth Al

Al tigt 71e #ES AEstEE 32 [EEER skal 3l Zlo] ofd. 5%11]

P

)
o

mlI

Mo o
)
iy
e

oz Al &7 £oFd] 7leEEe Ads] A3l ¥ dAlsc] FBHeR Ve 22
AdsHAY A7+ Foloh. qiFze] He 7Ie woPF J12sks, Al 2ok Tt 71
20| ogA A== Aol weh 7led +-HE Holele o9 =7k olsiEArT A
ofsHA tHEL atoll ]ltt. ofF ol Al w2 715 E20 disiME FARE BAo]
oju] AJFEIL AL & 4= 313, o] tigt w7HA =] Higo] Al w2 ¥F B7H

i

olo] B3] Al 714€ HEsHe 7|9A4E Al 98] G5 FHE A5 714
Wk Al Aok Betska 24 olo] ts) At h|Beks o|g A4
24 714 A% 4RI AUEY oloje] BHES 1 Awst o] K02 A

il

=
T
T

fijo

—



A AT g2 A 34 || 25

d& Eo], AY Hojg HWFS v|E3t Al T Hlo|g]o] HIFAo] Ao dTE
o] B2 g2ld EAVF 92 Y Al 29E0] 344 =3e 4o 4 ok
Ho] AF]H o RAEHA £- HolEE ofg] 284 o] WA ‘EH'sh=
S87d0] g 4= ot 23 o]t &3 dlojE FH] I 2Rl AojA] ¢
F7hss BE dolEHE 19 ZOU|Th oh= A2 Fs] of L I Hjofg] =3 IHgolA
AL FoIE we Yokal BE EA7} 2|7}
FE 71/ dlold A #3E B9l A A=ole £3E HolH FolA &84
02 ARIHs3 glolEuhe: ARgsHAL "o e E4 Holy S A
(oversampling® 8T A7|A Heh. EE ojd &4

Tdesio 71& AA ElolE7t 7 HI(&RA e EaAt AACIA =R
A

iy
)
rlr
pas)
H
ie)
)
£
o)
)
Mo
)
L

oft

(W]
tlo
AL
N
fin}

o)
T

)

ol

ol

4
JH
J

0t
4
30
o
N,
i
Y,
o,
ol
rlr
e,
rlo
b
Mo
e,

o
S
i
=l
.
pay
o
ey
EQ,
rr
=4
)
lo
'l
2
[
rr
ne
H
o
=
o
rf
o,
2
rO
2
>
o
luj
.
i)
(o
it



26 || a1 a1 Ban ANY a7

203 4L 7K ofd BT AHL WA 22 FRA 429 AEE,

W4 77 9 UolA A& Tstel 248 Algtolzhs Aol Eat A Al 7| A

oh} Bg mE %Xﬂﬂo 4320]A] o] 2ojA 3L 9l 4t o 1 54 271l A0
7<

U:El‘
oZ
£
2l
9.

N

¥ (Transparency), MF S (Explainability), M¥(Accountability)

Al %] 9F B7HE HIR Al &2 At FolA Al 2 =0jollA FxH= #¢
Aol Al AILE A 718 dA F7EoloF & 7R gt of= Al %8 Alsb}
AR2FA 547 Aol ot HAH o= Al J2] Ao it =97t AP oI5
FAAQ FAP=0 7 Tty Yo ALEE Aojeks WS olsfslH AT &
Ao}, ok 244 S Yoz AAE me} gl TA|FQ FH Prog 1AL uf

Al &2 92]9] 2% 8 Jigo] disires 39| ALt =27 A7 H°1°F it
A olm] 1 A=A A3Pe) ofFgo] AAH Ty (transparency) &7 ¥2o] 3

th AL A2glo] 42k 1 A0E ofd YuelEe Bo SEPEAE £ B
24 AES 7FSSHES dlof Atk o] AR Ik SEL A1eH ) 8 =0
S UHoltk, oF So] Tl NS et Ao fksTR RS
AT e 7 A G A Aole] G Aol IS o Tz 94

3 o] AL ofe W o] welet n] G o8] RIS Sehuol vz W
ARl EIA ek

AL 2] TR =0 A vl5a Aol it 29o] o] T ge] XL 73
SHSSITHT £ 4 SITk. WoF mlke] COMPAS A1 BaolLt 74 ofss A5t
L AT guEiZo] BHehA ek vlgte] AwshA S, ok COMPAS A1) 49



L

1

O]—];‘]L

o

a4

5

7S
o

ZolofA 7]

aL

o

L

1

teh

Q

P= o

o

4

Avg AL e A 3 || 27

I
[e)
ARl

SHA
B

o

2]

o

QLN

1=R=]

ok 44} o]
7he] B4

]

3710l Al garElge] F840] dxEe AolEt o

)

A
FA

=
T

]

5]
T,t_’_o

=
L

oF7|A]

o

=

33t

13 AA

#e 7HsAol £

AjH(QHrloN}

o

o]
9]
A

s

a7
A
5

3|

o

Tkl s 1A o

5

3 Wd= M
o7 E7ksel 7.

™

d

S A

&

=]

-

St

5, Az =

1741 71

A o 7.

A
Al

A% 714e] 9
3

1
.

]

47
2

X

3 AAyep) et

Ple @
‘o)
“u

o

o
L

1

=
=

o] AL £3] BA F2 7
S 2]

27 9% 912 4
A upAlolo}A] gk

;
"

ol
M

, Hot

qt

2 A2 Hotes] ol Ho] Aol

o

o

Rus
9]

AA]

(0]
=
o

2

o
fE

He=

w0

LAY 2 LANA

1
3]

L=

5 243
|5 ofgict. olal o|gz

2] A=t Fgode ofd

A4
=4
s

=

3ol
=

L=

=

F

Fis
o

ot 4
E
“

Rus

14| AT

A
=

]_

L=

oA 2 7

1

F ook =

ANZ

]

5

‘o
ith
|

- =
-
L=

]_

=

T

0

At A2 519
¥

SRR

o= A

=15
=

A

1
[e]

ABA]

il

A= o= A= &2 HE4

h8Y



28 || a1 a1 B ANYL a7

of,
_(?L
f
i)
ox
QL
rlr
pay

o 233, Al 22 FF B/ PPk Aol olafe 5 Ut

O

1>
MN
el
>
Ele)
)
E
N
&
=
]
3
i
il o
)
i)
U‘N
o
-
24
)
ro
1]
ot
2
-
[
9
i)
oft
o,

-4
el
QL
rlr
>,
e
i
i)
H
=2
rlr
N
i)
1o
N
o
)
o2k
oft
=2
me
)
i)
4
4%
2
%o,
o
N
Jr
oX
o,
)
v

ol Ag71sA(explainability) = -F-AFSHA|

AI®} 20| WEHo|7]o] 1 AE Aot 5

oo
s oH,
5 3
i =
> 4
)
fo O
i
-
T o
o
2 e
&y
¢
W
i,
o
o
(o]

)

i,
~|
i
-
olt}-r
rlr
:a
ox, o
N mlo
S~
ot
o
e
ol
ol
el
N,
Y
Mo
oL
1>
ki
=
~
ol
el
N,
N
s
2
o
L
i)
I
o
)
i

d
4

I
i
<

lo

K
o
Y
e
=

AN AH 9] ABA(qccountability)S =oldle L8ate AxEr) Al9]
IHEo] ojH AN ofH IHS AA AolFEAIE Aol olsfd
ojof o] tsff I A} Igo] a4, MH oz FHst A1E HED

7Fe/dS Aol AL Al /HEARE 2 Al A" 9] R4S ol3al g Zlo)7] i

. o

oluf &g I #Eoke IollA Exst 227 Wasit A FAA A=
ATy 7hset Al9] W2 Al ofu|A] A2|oh o] £ TS o] ARl Ago] AR
olthE WEle IgolA At o=’ aggole] Aty S, Uzte] ol = e)e
ZEI =S LalES A Aotk ThA| EalA Aol /IZA = ofsjstal o]u]A]
ol E-&etal A Sle oluA| 9] AXE EAZ ATA SR dtofw o|ulA] T

o] B} Ykl Al 7|40l 2 8o] 7Hsdt Ak o3| mjshae] EAoltt. o Sof
TTAW) AIS FBUTHT T o ofn] 7|E WS A7oN T LA AP wEA

2l
o
1)
1o
o3
)
tlo
Y
)
frl
>~
>
)
N
N
)
=
o

P
%0
fr
o

o A 32 7idololA
A9 717 sk B 24 IOIA vt dieES Al Ho] e s Aotk |

olg&ol AZ Aol7] wiEelt. Ak o]l BE ofeS Ve or S5 & At

(]
d

A



A AT g2 g 34 || 29

sl AEHon Aol A9 K5t 3 Al B84 Zulq A% l5AE BEA
ke W0 AES Alo] Hsh BASHA Dol FRsHo] Et. ol @A) 4
S AV} HlA 4308 Al gl 1 u]%] G- Hofol I WAL i Aol
o Jeoe Auks AT B4 AuEoe 2o Ar A BT, ol ALY
Sl e RaA BE B8 B4 A0E T olgcls 4 A

tlo
u
ﬂx

2% SelolA Wad A AW ARA 59 824 9¥o] 1249 7
QESHE Al B8 Wa} 9] S 498 Tsk Z7te] 490 Ak At
g o AR 7T A thel Aol oS 4 Uk Ale] A% ol
IAHoR FEsE 7144 ATEAS Ashe dolt. o]dl TA|HQ =ojeh ofo] w2
AZBP7} o|ojx|x] QA He7RsAT ARl Ui ge4 a7 AHHoE §
ojulst 29E WA BT SE 9k

owq wolg Ba) QA S BS 4 otk WAL Al 829 AEs R

7 A 0w oA o7t ol2oldl Al Bl £ A19] 82 AT 1v= WA
i}ﬁ—tﬁ“‘ﬁi o}l oA AHRE0] 47 9%
SolAE 495 % A8k, A4 4
B2 UEE A 493 37 o} RAID ol 24210] A, ALK ol
oA oA ek T olejdt 27} =9 74
o A =9 5ES B EI%E%“/‘E}%_H SEAoz IS Wl 434 Yt
ohet 1 0] Wgo] AFA o Holstel HIFAT Al 87 ALIE ol2HL Br}
437 welo] Wasihe A 3 Fasi

uE
f‘oj 4>
ol
it
N
Al
)
2T
ki
ofl
ox,
i
2
)
N,
=%
I [U
P
tlo

=
W,
_C|>L
£
o,
i
_Ou
B
o,
o
N,
=)
Hn
E
S
U

S7 olft 92t AR BT R WHELS A 4, A ofd &
UZo] AYSHE BT Aol A2 SEAE F97 BOUE ofF Aolo] I



30 || A el B ANYL a7

(¢]

9k Tk} 311 o} AL Al 2] B BARE EF A3lA
w=olop 24 o] Bastche Zolc. S A2gEo] B, Auks A, AR 25

oldl @el Uxo] AP A2 AslHoR Pilo] WFHL Y tﬂ°1E1 HapolL} ALY
T4 FA oA TAAY A Yol AR Holshs Il AR 371 =0

A FUlAT AL 28] E1e Al &3] AHYATL vl AAEE F87t
e AXoke B4 Awsbrt oy} SEeE AR]A STel <A
2 o7t =5H U8 J5E AR A=k At 1 A= o] % Al 7%
of ¥ oyt ARl Q14 M3} 52 Hhgste] a4 4 e Rt WA C® o]Fo
Aok ke ME AxET AT Al &8 Fie olE A4 AvdXA(adaptive
governance)gt= 7HELo.2 Aigotal =t Al 71& 7/iHe] ESAgy Z=19] Al
-89 ESA/dS T o, Al w99 A=} oA SRUEAE el Basgt
- WAloletal wehE .

S

ey

>

mlo

fu _V&i
:d

S

5. AL B[EEAIRL AT 23 WS

‘L%ﬂ%iﬂr st —é’?ﬂlx} o g2 3¢ A= HE &7

A7) Ajolo] F5o] TAY
e ] AEA% £ EOlolAE ofdl ‘RESHiradeofs) AHS oA s U2
AA0] o8] A4 ool Bee 24o] Wasin Axsk ot

2uE 9elo) Al & B8 G4 AlS AA% B HIA o] BAZ BT



A AL g2 AH 34 || 31

W ke 4]0 'S A $Alo] ok} Q1T

Ao] whet of geld EAL BASHE Ao Hhat ol

upstol 98] LSl BlhAS A Wot Uk mElA AT 9 §o] £ ol
%0] =ojof & Zolck. o IOl Al%H TRA H ﬂﬁm o= Al ZlEj2A
W8T AUA) Aol £ Wast gk A Al 2] BRE Al 71 A T

33t olalor 11 7|40] ABlESt] ole] Suit B TloRt 45 AE0) 44 gu

A 493 Y ofgko] 7)ok 37] whEolc}. o] Fio] Al S]] 4EAl Aol

A B50] 58H WS 3 AHH0 St AL JYATO| Al &2 Ao

CR)

T AL SEeA BRI oRPHIE AL 82 T8 94 A FHS GO s
B AR LEOIA] AL 19 BRECHs WA B B4 9132 X5k Zo] thgal
ok, A X ZREo] AL TEsol s A el wet S8 L Al ZRIBS B
T A 4 YA LAY Al] 7 A5 2o L ASlolA] Aol
A€ 79] S Bol7] tholct, ol HE 1eid w Al S2)0) AEst B ot
AR 9 237k Afo]o] Haa] 2Zaur A Atol/] el et Al A8
2 Fofg Ayt Alglo] TT Jujo] AT eI ] SIat ezt Sl A
ofof ek, olel oA Al 39 RN WEH T s WA Seftetel Al w3 hat
A =9 AL el BN AFH0R APEolo} dek

o
kd

A

H

LY

ne

H3E 22E Al &8 =22 AA

olde] =g El FEle ATAE wEA TS AR JFES gietal e

2 ofuloflA ] w24 Aot T BE TRt WA OR AEselEE

g2 A4 SAUE DL e & 5 Aok ERE o2’ Tl 725t =7
B

97 0 of
o RojA T Gl TAE $520] Al 2] AHUAL A 27l0) Aaa, A3)H, E3hd




32 || a1 e Ban ANY2 a7

Ao e AWk BAT o] 7|25t0] o] Sol ok sl Ao WA WA
£ DS A9 A4S FPeiA gtk AE UA ol

el
=
)
ol
ol
frtl
offt
9
ol
rlr
oM,
o9k
o,
b
N,
£
Mo
ru9
2
iul
o
)
l:‘l
n=)
2
fr
N,
m{>
5
1o
8
3
X

AHAo] obd AJztolet. A= 1970dH o] XPEXP HH717V\ ?ﬁzﬂﬂ E?Jﬂﬁi B3 UH L=
o] g ApEAL 2 P—Q o] FAI7t AHY AFAEL A5IA7) 1 _/,\_u]x}g A9l 313 Ao]
Ak AR o] AlE Boh AF A W71 He Hdtls &

AT} Hi7)7kA AZPEA] 59 3 71& IR oot ofd 7|E o R BrlstH et
70€Th HH7] 7t FAZE 718841 ASHRTEA] AHIAF E9L SiFH & 2AE
glth. o]AY A&gt Ao s "?}EWEE 89 A= 7199 A B vRE o B A

k)
Rl
;|
i)
ﬂOL
X,
rlI.
2
2 r

Ag §EF SE ok B Y 712 7H%*°1 ool 971l o Ae] 3 4
2o] 2 Al 7|01 WS TFAVH A AT A A0 o] 2olckel 704
717k A% TR 7|48 AlE ALl 3] ARE BAo) eAT 4 9 Ao
o



A AT g2 A 34 || 33

o] Yurge] 24 Auyio] AFH0E Held 4 Uk 4% H3W} WA Bash

SAIR AL 9 3 RIS BgolA AR BUS 7144 o A2 Hek o
o 24 7o) YA A2OE ol 2ol 3T 1%—3-711 ofshslolok, 713
AL 714 BN 84291 dloje} 57, 28|, B8, 7] 53} B doje} A

wOlE XA Al AL 7 =0)F S gk, Eat
WATH O FGE) 9Ish BAG AH &

2qlo
SAE SHQ AZeR B 1 824 e =93

I } AR o= FutE] T
| AElTRo] AFEREROl| T
WA 2 Aol

>~ 'J>

ol U251l Al @7 A/t ASHOR Bt U YAOIIE Stk AIR A
9 7142 olafgomA el Al 149 FHI vHE Asto] s SRR Tl
% glom, 2] il AR L8 Ao dhsl FIA AZow vlekRw YgAe

H1g 4 Itk Zojtho) ol Soi Al &34

ThL @ uf 2 IgeIA] WRFFOE 7S of @A LSk MAT AUAC] Tt A
& 37} A7} Bast 2% FAPI. AlY) A5 AFe] EAolE HjEAolE
AAA o YAl 2 GRS 71N e AN 1o el H oA o etk
o] H3s| K918 OJulsH=A 23} A Hlo]7] tholct. 3gelA o] FAe] That sh

1o
>
o
-
)
N
—_
N

ISR o] FA1S E3T Al H SR Auidzo] ofe] Ao] e
A9l A7} o) A B Ao] o|soiFof & Aol

WA Al 7143 1 289 B4 S Wshe Al &) WAEs} o7t Sasic

o% Sof Al @8 I3 Hho) TAH %S WE uh ALY A L 8o Holshs
clofet 2412 o84 HelAZ AQA 1 WS 17t o WO oA ART A
o that FAIZ9] =012 Aok ek el o] WolA BA Al 7149) B W
Ao Al 2] 9% B710] L8o] whSolHok Bk, ole] Haf Al 7149 X442
S Wgstol o] Wrhol FAat WS A4H R Fulo|Esolo} Stk Th otk

BN & o @A) E Al Al AFHIL e Al &2 =95 A4
1= Al 7|8t ZRZog ek YQst 9k

of,
0%[_5
1%
)
e
r,
ks
Rt
o,
N

ol

ok



Al

FerotAut 4l

=

?‘
o] @A) 74 Hol
o gg e

]

s
4

£

o

&

=

&
q

S
S

294

o

34 || & oo st A
of7]o] Haff oAl A

A 7F Al

._M;o
il
™

K

ok
e

o

ek 7190 ABlE o R Bt

744

st AEe ATh71al0R #4

[¢]

I
of #joF

A

=
T

|

o

=
K

|

ol 258 87
A
S

5

=
T

A
7}

H
T

3l

&
o

Ao}, 1HEE AR

L

T

3t

[¢]

ElojAl= QHETE

A
%S|

fop

oh
ol

3l

ZApS

Al AL

o

O E2Q

S}
=

=

Al
AHAAY] &

=
=

1’
A

oA |F AlA

golL} AH] A}

o

o

HAI=

&

R

Al A

e dnEt A

0

s £
CE
Al

=

oJ—_I,_

o

Ko| ek A}

7

=

sk

[

o] w4y

[¢]

Q

A8 v

]_

A=,

°

bl

]

!
B

(o]

i

il

Z]
&

5} A kot AL 7]

)\
of
TP
__OE

T

A3}

HE

™

X

a

&7

H7t 94

T+

H

o=

a|

=2

L
—

7Fs7gol &=

T
=

-AH O

15
2] 9] HA| =

o

LA

ok wff Al

o

A1 B)go]
#

A=,

St

e}

1t

3

27} 47
J3Eg o]

ol
~

.

Gl

op

™

ks

o vje}

2
=

st 7]

o

o

Fus

= FHIZ uriE ofof

o] ofsfahe WAl M7k Aol

=N
=

]

ol Al EANA “EE7hs& EFotes 270k A2 Al
A

=2 =

= =
B7Rs 0] FAA AEe] Wl o 22 wEAL Qojd 4 9)

Aot ghod AUREE A

FAete] &of 37
olt}.

7) 4l



A AL 21 A 34 || 35

Sk AL AH8Ae] ot gl Tie BEHIAS Tetstel HgA A ez 3
wolof e}, o] THYoIA ful23e) Al 2] A S 5 A A8l Al 87 koS
Fskn Sl Al &2l et 30 2 el=eiA e A% 2 /199 e o
2 %oloft tefo] FAlo] FAsolof I Aol






2%
Al 2| 7HH{iEHA2]
Azl 7|

0] & & (Y2SLYHATH UXSEZHNRSTEZRY)

M2 N2

M2Z Al NAES MR B
M3Z Al HHEHAS] 225 ¥H
MAZ Al &3 HHHA A¥
M5B NAE






Al =2| HHEAS] Afg|H 7|t

HE M =

710 g AvdA =9l= ds] 2 Ao] ol AT 25 Q3 As(Artificial
Intelligence: Al) A=¥20] ALt A AlAA A2 olgHol=tal & v =1L A
Stet R £ 710l tiet AHUAE SJsiA Zh=o] hthRo] &84 7145 AAS
A d¥le =95HA He A Al &7
Sha2| ALe] AR} B A% ST S =
E7F S o e EE= AR A F9o 44 sl T osiido s <l OH ARSlol| =
FFYS 19F 23 FRISH| Horsof AL vt AR A A AL Al 73
A, Hlglolg 9] ApEAQl JE thE= A A A A, 2 LarEEe
Tl d= ARl dlffste HPH, ARIEAIU i A82 Asdlohs ARA Aol ZA,
ZERIONA Y] mlrof HA] 4H] 5, B2 JIS0] MELR AFAT &9 ARld =xx}
Aol =AU SAlol o] FAIE st gt o FolM= A9 He Shed] FYo]
SYEE, oAzt Hol 71E%ko] HUtKFjeld et al., 2020).

_I_z
:\':‘4

o ZoIH HRAL S AFAS S ANUL R AFAS ANEAY 39
(ayen/S % Shteta & % glov] Q3459 F(risk) Tel Eoloh AR Ane
27 9tk BE BAL T8 ek gt AgEt Ao iEL o Tl A5
ATk Tt A oRNE SRS Adst F8ANE Bste A Aok, B
Al S8 AT, W] 0|27 ABA5e] G XL Hopt RRRAsi

ﬂJO

O

_4



a0 || a1 gale Aun A a7

o] greido] we} “Asja 0.2 Halsocially beneficial)” AFA5] A o
S T B obalct. Aol FHL G B AT obdd] BEd Felols
BT ASH 0= AT AFASoleHe FAALL 719 HANHE P Wokgolx
4, @A SIS Potst AR OR ATt Q)
AL A4 BATT B 4 9t 196 o] o A B2 97 A4 A5
o2 Ao Syl g/lo] ABAY 8219 nAYYAL A5z Aolof sk
247} e,

OECD7} 2% HAE(Going Digital) Z2HE|A QAFA52] Ar3|Z o] st
AYRA =95 ARk WA Q346 AlARe] AW a&/4da) dE, 183 B84
gl A0 gigt TS FA|SHE] 7] AIZICHOECD, 2019). Q154159 2kf4de] A-4
£ o] 71&2 Teo] AAMIERL ofet TetolwA] BF, AP, e W, 18 A
71&2 AHERE WigSolo] tiet X5 5 ARRlA olqrEt B IsHA AZE o] Stk
T AIEE To] Yttt AFAso] tEshs Ve A= SHE FA 9 Tt 3

ol

= R

|ZU 24 S-S ol 1 A1 Qg SHSRICY £ 4 itk o}/ 228 AL
Mbol a0 19 BAS ok gl 2ol ohje Aaie) A3la Ade] Ante
A 329 BASo] SARTH: AHolh, ABA el Avidic] the o 2L ol

o] 2& ATAL o) AN 2 AU ALH WA 21 ek wepy
A0 AR SRtk A8 ASlA gl § He %) 7]olud
e A W, 21719} olSoli Aol et e FoIE St
Moz Fugh ATASLS B Jol4 o} UL BE WA Zﬂﬂhﬂﬂ

A B4 3% 288 3

o
oH

e ot
_u
[
E

o
oZ
o
olN
)
>
N,
fd
0
ny
T’"

o]
A bl

rlo

Jo

ATAsol A S Excte WE 7IeRE 7IHRY ARG #2A £ AR

AnERA Q3RS 2elo] BAL M dAUelL B AAHe AAsh Btk



A2 Al g8 Asaagl Agiy A || 41

a3
EL
%
kI
ek
o
30
rr

o] A= A9t A] A =AUtk AlA Hd 29 AFAs
NeurIPS9] ZZA YT = 2020 %, AFHAC AHS T uf %W@ =3} vl
of u]d Ay} 52 23, ATAE A1 FH YIS J3 &5

>
©

fu}

%

Py 4
i

-

filo

)
o,

ok
o,

< O FSIAtH(Prunkl, Ashurst, Anderljung. 2021) 1 ojit= 25 ZFA] ket ZHboj|
+ IAE9] EHo| oA AX| 2t o] FAE 1USH H et AFYE«= <
AT +84, ARl EHo| igt kRt AFLE A7eh] ARSI ofA 1A 5=

&l glEole) 2l

o

A gatelt Z1Qolut JRE o] 2AHE B4 ] A

A 2L 712 /s BE 347149 A% W90 447k veg FA) e
A

14
A Qo] Al Esld ZEAE ulo|A, B0 Abg]A

)

%= o ok B3 B A5 A S A A5
oA o] FofA2] ghethe Ak Aol Fofof et o]Ao] AIARIC 2 A9 AEAs

H2E Al A £BQ Aely FF

1. Al NABIS| M3 Fo}

g

9 ARle ] A, S5 AH, A8 /‘U‘}ﬂ"ﬂ A o HokaL HS- Hdet 74
? 5 AlAgol A7t ok A= o= 229 SIAHER] B X[ E
0| 90 FAE AT B o}qﬂP UL P&kl vigARt 9 M

e A, 2020). o= Q1A HloJe] o] A& F3Kboyd, Levy, and
Marwick, 2014), 952 ol 159 SAGHAL, 2018), AEFHA A
O ARAL Al ARl 44, ZEutY 7|Hke] 23 Au|AT} Zdshe ofE =3 ARIEAY
W 28-S AFEdlshe w4, BEd Baro] o3t ZetolHA] s, FHQIAS o]-83t A
0] Al FA] o|2717HA] BA = EAISHA] RdE MEL Hwso] &
A7 ol=et %ol alidAl dotd B0 AAHAY &2 FAQH 0w [afet

FAow A5 ARREHA A fEE EokL joh

oK
F

©
N
l_.

%0
o



1=0] o] o] e
1ﬂﬂﬂ%ﬂa%ﬂ
TR 5 A|AHE

42 || & gaie Aum Auas a7
HAE £850] 2 A9 AE HTA Afojo] HE2A] g1 e 2elo) F8S
o[ detolA] ojsiE 4 Utk Tt HAE
1&gt 717190 diet A2
[l

F7hAe] BAle] kA A7)
=oJ5hs 7 oﬂ

S ASRIZIAY 75tk
120] 255ld 27] AR5 Ao FE A} weiole
olH9 45, Uobt g 718]9] B35 £ BAZ Attt o
ok 4= ¢l ]9 H9d(feedback) Z2A|A
o] BAlZ

F9% 71957} H9lT 9

7

ofi} tjuto] o] A
Exﬂa T R
FaL ATt

3 QIzre Poe

g & gl
= A%E B

]]’\_ 1_1_1_-’] =0 ]
-

4ol Eofof st 7Aek B

r

el
=
=

o| 3}

A

2 o]0 ga] Algo]
of A%z Y5l 4 ¢ s

T

AA27} olRojRek e B
SEEER

Al o] ZENAE HAsIL FEotal 2
210l A 7149 A HACNA
= A5 2RE J}A oA £ZHtolok sk A
Q9] AFS 712X AEA| Y= FAVL A5Als AlAH WA
4 wobgeln Qe
<E 1> QBXS AAHO| Mg £o}
Jroes g | TR B P @A ] A8AVE Al gEeld da
5% PRCAZ B9 5T v o) B AL AU J1&
oim g |+ S A HOEE Mo Ol ANE oty G8ae] 849 9
U2 | zgeag 222 mase A2
as | - A MER U] N SR Bol gE I 1%
il - AH, B 5 I LB AESRiE Ve
HE HEIA | g0l et A AEe B9 UE B9 A9S oe /1%
Y| B 2uRet WBAb Afo]] i AHA
2g aia | T E S A A9, 38 w4 9 A5 4 829 A9 o 4% A
=8 A= g ) gt A
CQHEIol] 7| 52 o gae] G ARE St WAld U JASES are
ZNNAE | 0@ A3 Q) AE Q) £ 4 a5 31 W] ARe Bk AEo A
SOl SI ARS 2 4 ol AAT
| A0l AT 52 oj8j] RTINS AEoR AHIE 2 AdHE
HTAS | . umee e adg 59 2718 714 24
aat g | - 229 7 olSol EE slol 19| ol A% 4ol A A
FUASE | zgazs o 92y 23 uez 48 A 3
em o | - SEEAE W, Ahw AT BE), ABH0E SANC 2R
IS% =X | . gxo) 455} 22 B ohe), EEey 482y Som a4




A2 A1 8 Asazgl Aoy 7 || 43

2. Al NAER| ARl 8NE 3%

9]

SA A2E] AR A G olopE W e A8t o, BAlI 71829 o]
Holl vi==]7] ok of7|Me & 8 ARAA A (societa) ]l HIFE AW E A} St AL
Al HL7]&(General Purpose Technology, GPT)ZA], E3t 254 7]§(disruptive

technology) 24| Ql5-A50] 593t A2 o]7lo] AR HA|A mFEo| Qlal A7t S

of w2t Aot &2 A=W BaHel dAE Fs9l7] ted Aol

ASATY ST dire 27178 FE2 =27t AAART FZolle ZATAs

He} 71Agks 718t 20 HlolE 7]Hhe] ofRlg Al 5ol Rt HA 11 AR
pal

Y
Y
)

Faglol o Lot o gol Agsla Uk 1) o] e AABol A A
ek elAYY| AE4E BENIe FYol|E stk ABAo| Tt B
of INEe] EYBRE AZlo] 2 A1) Aol T BAIS A Ak Bt

%
G2A EopAkd AFAse] 287 A et 7AsEY &

2
o] wret Qigke
o] WS FAT 4 A H3 weha] Aol dhel WY WAE A e Aol TS
X7 B ol
2R AR QBASe] 202 S5 TE TFHo] ABAY ALl G
WA A oL Qizto] AT Gl A18] Zivto] BT e ulATE v ek Al
Moz 4B TE AR oF 4B Aol 0450 fet ¥4, moly A
A7) S5 S Bt olelo] ofgk o] obd, it 74T S So Wl A
A5l AAY A2 AL g AHAS AT St 1 Ave] Ao A 4
QU GHECE E3 QgAY ZIe] AEsol shtel SA Ei 7|9 Helshs Aol
g o] 1% 't ©lAa2 AYA A7 sk BAVE G| AEE B A
W A S £ H9 S4lo] AsiEln Ak AR A Heke A4 oA 44
e sk} Sl BREAL FAT 4 /10] #3 B A2 722 BEs
Qe ofetgo] Aush ek A ol/14 RtE LF AL BAY 4T HEe



44 ||| a1 2919 Bt Aus 97

1) BAH IF

319 B, el A4
A chold] gekolA]), olst,
2000). Gﬂé 501 7411]55} T2 o B &5 (Acemogl we AFATY FAE FHeR
Aot Qg kel tiAIet AAAFHT tE O R BAE FIATIE 7IEEA]

AFALL AE5E Eot HYgTl 7 Hujo] EAoke AEo] 9oty ¥k Acemogly,
2021). A AFRAACIA QIFATE 25d AASES At B4 VIeRA EYHL
UAT A HGFH(skill-biased) olZhe An|e| FFRet BH| AdE

_L4\l

T7F A} wokolles 3] AEFAZIE(ICT)E HHEE 71& o] JZ4Ad A
goll 71915k E3lth= AF207E Eol et itk o] iAo r Folof HAog
Qs ICT HHpol AL AZEQ o] 74A0] Stetsh= o] EHF A4 o] A4} o] Qi

o|& 71& 419 A3HE9] E3u R&DY ZHEo] 2 A Hintangible capital)e] &
5171 wiizol] ol @/doltt. 17 BE&nd 52 o S Alo] AXBL] v
olglon o]Fg FH| Folgi= WL 5}l YthBrynjolfsson, Rock, and Syverson,
2021). AAE A D A3zt BAkE= glole7F £561aL glom ojAlo] BAE Eols

(B =]
Zle 83 Aol HolE Zojtal B Aol

rZ:

1§ 718l0] dsiA e ABAs0] A AEstE 7iEtstel A7) eEe] HH o
2oz HAIEAL AF-E FFohs T e 224 18] Eolete 42
2 =97} o] FofA gttt I-H AEAs0l HIEA] leE& HiAlske A2 ofytt. <]
SAs2 FAoe A MEL AFE FEshe a3, Uolt 71& Aot Mz A5

A

9] WAH3S S7H71= B productivity effec)E &9l =52 Hok= B8 44
)l HSkE SAl 7HAE o Q] migeld. 1™ ofd Mg 57t ;-‘—P‘c 3] A7t
9] 158 Al |9t ok= 14 17 A&3Kso so automation)’t obd X o 414

ol A5 Qe THsehe ol Hir) Z7H4el =9le] Aukw e g it



A2 A1 8 Asaagl A9y 7 || 45

AVBA5Y S0 ME A5 FF} BAL o] 720 it 7199 St F2 144
wEo EHH o] DEARFAL HE S5 A F3Y 4 g7l B
A 4F ARS WA Bk 20 F2 7109 A0 ABASL Tk A5t
552 WHEHQl W52 wEs] REAPH HEU o] T i Eo| HEewA
Sa) nj2g B402 BP0 27 YrElojge,

849 ASATY BAA T A= A (mismatch)?] A2 AR £A= 4
ZoE & Aot o] F AAE Al FolA, AR s3] AdolM =g = 3

o] FoA FAZL F2 &7 FAFIL & & it

2) A1 ¥

[>

of o
o,
o,

N

M

A HAUST AHEL ZA7F 24402 difd A2 ASAls Al

et o2 7k =27t Alela ez ghibe o] -] dojtt. FgAgolut

= S8, 9o TH I=3 HolH "oz QI A =%

ASAS ALE AR JFo] Tt EFE0] &5 WHHEA ASAE
K

AR BolshA] P AFEE AAE ol

(o]

S

>

PN ]
ro &

o
1o
19
2

Mo
ch
)
o,
:l>

-

o
o
=

9,
it
)
|
=
o

(]
(@)
[\
=
)
2,
J?l‘,
i
i)
=
)
ojn
o)
M
oo
o)
Ir
fin)
o)
i)
%
~
N
o)
=)
P
=

AL s 9] ] 1 Holeg S5 Fubt
WP AL oA AT Ao Sk AL, WA AEA B2 clolelE olgs
o} 7J1g B Aol ofv] BT Aol U Y, T ATHES] 2HH I
2% % Uk ol AHHT Wk, AFHOR HoR A A9UF /AT Ao}
ke 2] 8] 2nEE 7



46 || a1 gaie Aum Avas a7

Uo7t glolHoA figet AFEE AAJIHAL st 7 Alsks9] HAY2 &F
J A=

2 20 o st £A40 bt HE dEEeR AT 5 3o 2= 9]
ASAS AHELM A5 SH3ke £7849 ditt =& o]ojAA "ErK(Taeilagh,
2021). AAE ABAS AR FFo ot g2 == T8I 884 Alole] EFo
EQIS ofgA A& AL 7ol F ok ole= At dElA Qo AejEes
1HT 7EREAo] SRS 1E AL AR gt ofv] EAfshe &Sy 7HAI9} /IS A]
s Al2"o] Aago] ST A4 oo digt 24e o] &0 B2 A

2 oJojA|A Hrt.
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2SS AMAH

A layered madel for Al governance. The interacting layers (which sit between society and Al applications) are
social and legal; ethical; and technical foundations that support the ethical and social layers.

Z4 : Gasser & Almeida(2017)

919 IBe ABISt A AAT Alo]o] F3HE AMEA BEE HolE), 744
S0 2eld, A8l S92 AN 294 S9E 184 29 @ A5lH 299
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50 | 620 EELER
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vl 8 AT TFEVA] Al TEYA(PAD

ZA: Schimitt(2021)

SHH Gill & Germann(2021)2 A|&7Fs8 W4 E3H(Sustainable Development
Goals: SDGs)9| #HzlollA U34S AHUAS AwEgIth AAl= 2015W e
SDGH 11 o]x9] HeJd ' ExoA= ICT it A3 92 A7t =l 9ot
201849 7€ UN &%o] 413t txg g=of A3t 11.9] ' d(UN Secretary-General’s
High-level Panel on Digital Cooperation)> YAE 7|&9] €S Jrfdlotal AL
A, w24, §A, A dF= 1 AYS 249} ok A" d8S 8 TEolAth
5oz HWATt Alo]=(Melinda Gates) Alo]2 A 35314 L okl(Jack Ma)
et 3ol A= lom w4k 84 AZ7E 20780] gt o] 9] mfdo]
FE HUE F 7 FAle 28 HAE A0 Bet Aol o] HilAoA wid2
B F9 o5 ‘_’R}X} Ago] UNI g7 Zelo|HAIE &5ch= WAL R, 11

1L SDGsE AFT 4= Sl 2okl tAE 33419 &/, 9739 T, HolHA &
ME et EAES T A2 AT B o

73 gAE FAE BFU 20199 649 G20 Ao oA I S49
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&7 2= AFEQl oﬂHX]——Ol A THAlRkE olgeE S E A TRt e

2 J3e g2 Adcs BAT g8 7|5 6, 224, o714
Aolm 44 g gelAel Ael"g o] FoK AN 2214 Z
F2 7|55k 2 ik, B3 oS Fokt W, 61%1& 715, 92 2, S

ofo] Aufish= oA ol
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AEFIA She AES Sl ohkt P9iRtEo] AU Hek ATA AHda
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A3 +844E Eolal 44 dFe SHisitlke d oA oltK(Smith, 2018).

§hH, Cath et al.(2018)9] A1 L UBAT AB'E THECU7l7] 1%t AddA
FE= BE7F Feske AYeE A, dd Adsle HAd 9% e B
A TRt osiEAY Holg BAslor dpal et d5Als &5 Avd
2% AFASS] FRt ARPAIA T 278 LEotHA &8 AAHCE A
Eofste 2 uidtth. A=she 9es] HAR] SEA] the £ o WAt 99
%, 93, 7loj=ERl, A, E5 £3F, 8L
E3 AFAS &7 AdAE ASH HARE HET 4 gl 2L ZAE A7IS

o wehA Az IS a7,

EU HPAA3]9] 35t 2 Al7]& 22 15{(Group on Ethics in Science and New
Technologies)& T 177 o] &2|4 FAo] tiet HAES TsITh

Bata 7|50 ofEr 82 189 82Y HAUS

NREIETR o), 34, ek, Qb 41419 AAA

A2 pESL) glole] Bz} mefolH|A]
Q) A9 ARy A&7154

£ Buropean Group on Ethics in Science and New Technologies (2018) “Statement on Artificial
Intelligence, Robotics and Autonomous Systems’.
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THE RECOMMENDATION ON THE ETHICS OF
ARTIFICIAL INTELLIGENCE

o225 28 A
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The General Conference of the United Nations Educational, Scientific and Cultural
Organization (UNESCO), meeting in Paris from 9 to 24 November 2021, at its 41st

session,

20219 119 9ARE 2471 shelollA] el A] 417§ TEI3HE S| HUNESCO;
ofst frulz) F3le

Recognizing the profound and dynamic positive and negative impacts of artificial
intelligence (Al) on societies, environment, ecosystems and human lives, including
the human mind, in part because of the new ways in which its use influences
human thinking, interaction and decision-making and affects education, human,

social and natural sciences, culture, and communication and information,
AFASAD Agol Ao AT, JEAg, St Aol Y Fof L&, AL A
3] - Adapel, 23} AREA] A8 AR WAOE Ustel, ABA o] AL, &

7, A, Q) vheg WISt Qzke] 4o lXk HostuE dEHel 3 - R
IS VS YA,

Recalling that, by the terms of its Constitution, UNESCO seeks to contribute to

peace and security by promoting collaboration among nations through education,
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the sciences, culture, and communication and information, in order to further
universal respect for justice, for the rule of law and for the human rights and
fundamental freedoms which are affirmed for the peoples of the world,
FHl2aZE I A% 2330l 715tste, A oo] tigt, HMAlof g, 12lal A AlA Aol
A B dd H F2A Aol Higt RHA 252 d3felr] flsf, s, wet, £3,
FEEAE 3 TR AYe ST 2N Hole} otEo ofux|sl] ff5f kEitth=
AHE A7TsHEA,

Convinced that the Recommendation presented here, as a standard-setting
instrument developed through a global approach, based on international law,
focusing on human dignity and human rights, as well as gender equality, social and
economic justice and development, physical and mental well-being, diversity,
interconnectedness, inclusiveness, and environmental and ecosystem protection
can guide Al technologies in a responsible direction,

Aol 7|5teto] A AFA Aol EE V1% o WA oEA AAE Aol 4
/e, AR - BA A9, A AAE - ZAE oY, T, AedEA, 284, 84
AHAIS] HOE HlEsto] QITF A4 9 Qo] 28E 9WE 2 At U34S Ve

MY Gl PO QAR 5 Ytk L A},
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Guided by the purposes and principles of the Charter of the United Nations,

S0 BAo] Baz 9Ke APow Aot

Considering that Al technologies can be of great service to humanity and all
countries can benefit from them, but also raise fundamental ethical concerns, for
instance regarding the biases they can embed and exacerbate, potentially resulting
in discrimination, inequality, digital divides, exclusion and a threat to cultural, social

and biological diversity and social or economic divides; the need for transparency
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and understandability of the workings of algorithms and the data with which they
have been trained; and their potential impact on, including but not limited to,
human dignity, human rights and fundamental freedoms, gender equality,
democracy, social, economic, political and cultural processes, scientific and

engineering practices, animal welfare, and the environment and ecosystems,

AFAS 71e2 RN 2 &=l HH Be =7P7} ol= Qs dgs ¥ o A,
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Also recognizing that Al technologies can deepen existing divides and inequalities
in the world, within and between countries, and that justice, trust and fairness
must be upheld so that no country and no one should be left behind, either by
having fair access to Al technologies and enjoying their benefits or in the
protection against their negative implications, while recognizing the different
circumstances of different countries and respecting the desire of some people not

to take part in all technological developments,
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Conscious of the fact that all countries are facing an acceleration in the use of
information and communication technologies and Al technologies, as well as an
increasing need for media and information literacy, and that the digital economy
presents important societal, economic and environmental challenges and
opportunities of benefit-sharing, especially for low- and middle—-income countries
(LMICs), including but not limited to least developed countries (LDCs), landlocked
developing countries (LLDCs) and small island developing States (SIDS), requiring
the recognition, protection and promotion of endogenous cultures, values and

knowledge in order to develop sustainable digital economies,

BE Bt JREAVIE D ATAS 7129 AGAAY H&3te Ho] Hele] . Ax
el it ey 718 Austn drks A, OAE AAE S8 ALy
(LDO), WEMLEA=(LLDC), HAEANLE=FF(SIDS)7HA] ZJFsto] (&, oo =3t
7] ) % - AAEIHMLIOL.RY old] 342 8] F83 A3 - 44 - 844
I 9 7138 AP 4L JASHA, Adbse UAY AAE A Rt
A B8t 74K - QA0 Q4] BT S Rk

Further recognizing that Al technologies have the potential to be beneficial to the
environment and ecosystems, and in order for those benefits to be realized,
potential harms to and negative impacts on the environment and ecosystems

should not be ignored but instead addressed,

ATAs 7Iedde 4% Al o252 & o e AAYe] e ot olz+
o] A= A= S5x} AefA ] vd FAA o % FFARA FFo] FIAIHA]
%3l Q3| sfdEolof o2 E QA5

Noting that addressing risks and ethical concerns should not hamper innovation
and development but rather provide new opportunities and stimulate ethically—
conducted research and innovation that anchor Al technologies in human rights
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and fundamental freedoms, values and principles, and moral and ethical reflection,
Y8 4 94 FAE sidst= Aol F4l E /S Wofisiile ¢F Hn, 9] A=
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Also recalling that in November 2019, the General Conference of UNESCO, at its
40th session, adopted 40 C/Resolution 37, by which it mandated the
Director-General “to prepare an international standard-setting instrument on the
ethics of artificial intelligence (Al) in the form of a recommendation”, which is to

be submitted to the General Conference at its 41st session in 2021,

20199 119, 23 #1407t F317F ‘40 C/Resolution 37-& AEisto], AHEE7golA
20219 A4174F 53] W ASsHe® "ASAls &Elo] et A4 7€ 4 =7 dal
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Recognizing that the development of Al technologies necessitates a
commensurate increase in data, media and information literacy as well as access
to independent, pluralistic, trusted sources of information, including as part of
efforts to mitigate risks of misinformation, disinformation and hate speech, and

harm caused through the misuse of personal data,

ATAIE 71&2 EHL2 719 dlojg 2go= Qg o, 3¢ FH, e T, Fsis
dotspy] Qi wgle] Aoz, EYHoln hizols MY U R EAHA B
F23t 10 48 dole - ojtjol - AR eliNg Fkw BAE TS s,

Observing that a normative framework for Al technologies and its social
implications finds its basis in international and national legal frameworks, human

rights and fundamental freedoms, ethics, need for access to data, information and
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knowledge, the freedom of research and innovation, human and environmental and
ecosystem well-being, and connects ethical values and principles to the
challenges and opportunities linked to Al technologies, based on common

understanding and shared aims,

ASAE 7Iedt 1 AlA grefoll tiet 184 E(framework) =4 - =71 H4 &,
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) 9 A8 A4S 71e3 A2Y HA D J15e] BRAH: B FAe,

Also recognizing that ethical values and principles can help develop and implement

rights—based policy measures and legal norms, by providing guidance with a view

to the fast pace of technological development,
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Also convinced that globally accepted ethical standards for Al technologies, in full
respect of international law, in particular human rights law, can play a key role in
developing Al-related norms across the globe,
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Bearing in mind the Universal Declaration of Human Rights (1948), the instruments
of the international human rights framework, including the Convention Relating to
the Status of Refugees (1951), the Discrimination (Employment and Occupation)
Convention (1958), the International Convention on the Elimination of All Forms of

Racial Discrimination (1965), the International Covenant on Civil and Political Rights
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(1966), the International Covenant on Economic, Social and Cultural Rights (1966),
the Convention on the Elimination of All Forms of Discrimination against WWomen
(1979), the Convention on the Rights of the Child (1989), and the Convention on the
Rights of Persons with Disabilities (2006), the Convention against Discrimination
in Education (1960), the Convention on the Protection and Promotion of the
Diversity of Cultural Expressions (2005), as well as any other relevant international

instruments, recommendations and declarations,

AIATAAA(1948), FH1] A fjefl B3 FoF(1951), 2§ H AAFe] Ao wt
For(1958), ‘e FHIO| 1F A Aol ¥E =A] FoF(1965), AlwA 9 FA A
ol et A+ (1966), AAA, AR1A 9 w314 dejoll TRt AR (1966),
T= o] o A Aujof] TeE 7l FoF(1979), 7 oks de HeF(1989), 4
ol de] goF(2000), ‘W& APEFAO TRE FoF(1960), w2k #H9| Bt
Hoeot S0 et FlAF FF(2005)= WISt 7|er 7 =4 £A1 - dal - A
W 22 =4 JE B0 Tt ZAE 715,

Also noting the United Nations Declaration on the Right to Development (1986);
the Declaration on the Responsibilities of the Present Generations Towards Future
Generations (1997); the Universal Declaration on Bioethics and Human Rights
(2005); the United Nations Declaration on the Rights of Indigenous Peoples (2007);
the United Nations General Assembly resolution on the review of the World
Summit on the Information Society (A/RES/70/125) (2015); the United Nations
General Assembly Resolution on Transforming our world: the 2030 Agenda for
Sustainable Development (A/RES/70/1) (2015); the Recommendation Concerning
the Preservation of, and Access to, Documentary Heritage Including in Digital Form
(2015); the Declaration of Ethical Principles in relation to Climate Change (2017);
the Recommendation on Science and Scientific Researchers (2017); the Internet
Universality Indicators (endorsed by UNESCO’s International Programme for the

Development of Communication in 2018), including the ROAM principles (endorsed
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by UNESCO’s General Conference in 2015); the Human Rights Council’s resolution
on “The right to privacy in the digital age” (A/HRC/RES/42/15) (2019); and the
Human Rights Council’s resolution on “New and emerging digital technologies and
human rights” (A/HRC/RES/41/11) (2019),

o] Bt FAl AA(19806), Wi Aldhol Hiet A Alee] Aof B3t FHlAF
AA'(1997), “Ageiet i HEAMN(2005), AFRe Aol B 4 AA
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(2015), HAE FEIE 23R 71540 BT} o] et Far(2015), 71HSt &
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-

Emphasizing that specific attention must be paid to LMICs, including but not
limited to LDCs, LLDCs and SIDS, as they have their own capacity but have been
underrepresented in the Al ethics debate, which raises concerns about neglecting
local knowledge, cultural pluralism, value systems and the demands of global

fairness to deal with the positive and negative impacts of Al technologies,

AL, EALEAT, FEEARLEAZS vEste] (2, olo] FauA ¢
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Also conscious of the many existing national policies, other frameworks and
initiatives elaborated by relevant United Nations entities, intergovernmental
organizations, including regional organizations, as well as those by the private
sector, professional organizations, non—governmental organizations, and the

scientific community, related to the ethics and regulation of Al technologies,
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Further convinced that Al technologies can bring important benefits, but that
achieving them can also amplify tension around innovation, asymmetric access to
knowledge and technologies, including the digital and civic literacy deficit that
limits the public’s ability to engage in topics related to Al, as well as barriers to
access to information and gaps in capacity, human and institutional capacities,
barriers to access to technological innovation, and a lack of adequate physical and
digital infrastructure and regulatory frameworks, including those related to data, all

of which need to be addressed,
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Underlining that the strengthening of global cooperation and solidarity, including
through multilateralism, is needed to facilitate fair access to Al technologies and

address the challenges that they bring to diversity and interconnectivity of cultures
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and ethical systems, to mitigate potential misuse, to realize the full potential that
Al can bring, especially in the area of development, and to ensure that national

Al strategies are guided by ethical principles,
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Taking fully into account that the rapid development of Al technologies challenges
their ethical implementation and governance, as well as the respect for and
protection of cultural diversity, and has the potential to disrupt local and regional

ethical standards and values,
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1. Adopts the present Recommendation on the Ethics of Artificial Intelligence;
1. 9345 2o #g & AXLE A=ty

2. Recommends that Member States apply on a voluntary basis the provisions of
this Recommendation by taking appropriate steps, including whatever legislative or
other measures may be required, in conformity with the constitutional practice and
governing structures of each State, to give effect within their jurisdictions to the
principles and norms of the Recommendation in conformity with international law,

including international human rights law;
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3. Also recommends that Member States engage all stakeholders, including
business enterprises, to ensure that they play their respective roles in the
implementation of this Recommendation; and bring the Recommendation to the
attention of the authorities, bodies, research and academic organizations,
institutions and organizations in public, private and civil society sectors involved in
Al technologies, so that the development and use of Al technologies are guided
by both sound scientific research as well as ethical analysis and evaluation.
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I. SCOPE OF APPLICATION

L 58 #9

1. This Recommendation addresses ethical issues related to the domain of

Artificial Intelligence to the extent that they are within UNESCO’s mandate.
12 Aa gYazne d3 Yold A3As Lokt Beid ¥4 Ajloke e

It approaches Al ethics as a systematic normative reflection, based on a holistic,

comprehensive, multicultural and evolving framework of interdependent values,
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principles and actions that can guide societies in dealing responsibly with the
known and unknown impacts of Al technologies on human beings, societies and
the environment and ecosystems, and offers them a basis to accept or reject Al
technologies.
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It considers ethics as a dynamic basis for the normative evaluation and guidance
of Al technologies, referring to human dignity, well-being and the prevention of
harm as a compass and as rooted in the ethics of science and technology.
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2. This Recommendation does not have the ambition to provide one single
definition of Al, since such a definition would need to change over time, in
accordance with technological developments.
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Rather, its ambition is to address those features of Al systems that are of central

ethical relevance.
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Therefore, this Recommendation approaches Al systems as systems which have
the capacity to process data and information in a way that resembles intelligent
behaviour, and typically includes aspects of reasoning, learning, perception,

prediction, planning or control.
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Three elements have a central place in this approach:
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(a) Al systems are information—processing technologies that integrate models and
algorithms that produce a capacity to learn and to perform cognitive tasks leading
to outcomes such as prediction and decision—-making in material and virtual

environments.
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Al systems are designed to operate with varying degrees of autonomy by means
of knowledge modelling and representation and by exploiting data and calculating

correlations.
ATAS AAHL XA wEl - FHO| ALE E Hlole] W AuTA Ao webd g
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Al systems may include several methods, such as but not limited to:
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(i) machine learning, including deep learning and reinforcement learning;

(i) A5k

i)

% olekae HIER 7%,

(i) machine reasoning, including planning, scheduling, knowledge representation

and reasoning, search, and optimization.

(i) A=, &4 o2, A4 2F 2 28, 44, HHFE vEt 714 2

Al systems can be used in cyber—physical systems, including the Internet of
things, robotic systems, social robotics, and human—-computer interfaces, which
involve control, perception, the processing of data collected by sensors, and the

operation of actuators in the environment in which Al systems work.
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(b) Ethical questions regarding Al systems pertain to all stages of the Al system
life cycle, understood here to range from research, design and development to
deployment and use, including maintenance, operation, trade, financing, monitoring

and evaluation, validation, end—of-use, disassembly and termination.
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In addition, Al actors can be defined as any actor involved in at least one stage
of the Al system life cycle, and can refer both to natural and legal persons, such
as researchers, programmers, engineers, data scientists, end-users, business

enterprises, universities and public and private entities, among others.
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(c) Al systems raise new types of ethical issues that include, but are not limited
to, their impact on decision—-making, employment and labour, social interaction,
health care, education, media, access to information, digital divide, personal data
and consumer protection, environment, democracy, rule of law, security and
policing, dual use, and human rights and fundamental freedoms, including freedom

of expression, privacy and non-discrimination.
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Furthermore, new ethical challenges are created by the potential of Al algorithms
to reproduce and reinforce existing biases, and thus to exacerbate already existing
forms of discrimination, prejudice and stereotyping.

olo] T8, 71E0] WS A4 - Btstel 7% Fejo] AhE, W, 1Y WAL oA
d 5 e UTAT GBS AR A Mz %Elli A= A7

Some of these issues are related to the capacity of Al systems to perform tasks
which previously only living beings could do, and which were in some cases even

limited to human beings only.
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These characteristics give Al systems a profound, new role in human practices and
society, as well as in their relationship with the environment and ecosystems,
creating a new context for children and young people to grow up in, develop an
understanding of the world and themselves, critically understand media and
information, and learn to make decisions.
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In the long term, Al systems could challenge humans’ special sense of experience and
agency, raising additional concerns about, inter alia, human self-understanding,
social, cultural and environmental interaction, autonomy, agency, worth and dignity.
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3. This Recommendation pays specific attention to the broader ethical implications
of Al systems in relation to the central domains of UNESCO: education, science,
culture, and communication and information, as explored in the 2019 Preliminary
Study on the Ethics of Artificial Intelligence by the UNESCO World Commission
on Ethics of Scientific Knowledge and Technology (COMEST):
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(a) Education, because living in digitalizing societies requires new educational
practices, ethical reflection, critical thinking, responsible design practices and new
skills, given the implications for the labour market, employability and civic

participation.
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(b) Science, in the broadest sense and including all academic fields from the
natural sciences and medical sciences to the social sciences and humanities, as
Al technologies bring new research capacities and approaches, have implications
for our concepts of scientific understanding and explanation, and create a new

basis for decision—making.
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(c) Cultural identity and diversity, as Al technologies can enrich cultural and
creative industries, but can also lead to an increased concentration of supply of
cultural content, data, markets and income in the hands of only a few actors, with
potential negative implications for the diversity and pluralism of languages, media,

cultural expressions, participation and equality.
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(d) Communication and information, as Al technologies play an increasingly
important role in the processing, structuring and provision of information; the
issues of automated journalism and the algorithmic provision of news and
moderation and curation of content on social media and search engines are just
a few examples raising issues related to access to information, disinformation,
misinformation, hate speech, the emergence of new forms of societal narratives,
discrimination, freedom of expression, privacy and media and information literacy,
among others.
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4. This Recommendation is addressed to Member States, both as Al actors and
as authorities responsible for developing legal and regulatory frameworks
throughout the entire Al system life cycle, and for promoting business

responsibility.
4. & A= ABAIT AlAE 1 7] Aol A4 §A - FAA &5 st 7199
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It also provides ethical guidance to all Al actors, including the public and private
sectors, by providing a basis for an ethical impact assessment of Al systems

throughout their life cycle.
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II. AIMS AND OBJECTIVES

n =8 % =2

5. This Recommendation aims to provide a basis to make Al systems work for the
good of humanity, individuals, societies and the environment and ecosystems, and

to prevent harm.
5. 2 AT AFAL Al2wo] Q1% - A9l - A1) - 3 L A olo)L 93 25
olof Mohg WASIES she EfE AZohs AL BHo .

It also aims at stimulating the peaceful use of Al systems.

ES, B AnE A4S Asde] Bobd 8L Selgd.

6. In addition to the existing ethical frameworks regarding Al around the world, this
Recommendation aims to bring a globally accepted normative instrument that
focuses not only on the articulation of values and principles, but also on their
practical realization, via concrete policy recommendations, with a strong emphasis
on inclusion issues of gender equality and protection of the environment and

ecosystems.
6. & A A AA £H0) G ABA5e] B 71E] LH B AFTHE
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7. Because the complexity of the ethical issues surrounding Al necessitates the
cooperation of multiple stakeholders across the various levels and sectors of
international, regional and national communities, this Recommendation aims to

enable stakeholders to take shared responsibility based on a global and
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intercultural dialogue.
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8. The objectives of this Recommendation are:

8. & Ao 7AQ Fx= offet L.

(a) to provide a universal framework of values, principles and actions to guide

States in the formulation of their legislation, policies or other instruments regarding

Al, consistent with international law;
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(b) to guide the actions of individuals, groups, communities, institutions and private
sector companies to ensure the embedding of ethics in all stages of the Al system

life cycle;
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(c) to protect, promote and respect human rights and fundamental freedoms,
human dignity and equality, including gender equality; to safeguard the interests
of present and future generations; to preserve the environment, biodiversity and
ecosystems; and to respect cultural diversity in all stages of the Al system life cycle;
(© ABAs ALE 1 719 ZF GACA QI E Z2A AR, A 2D, HBSE
HIS B52 Ho, 4, &%t a4 - njd At o] BAsh, g, et
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(d) to foster multi-stakeholder, multidisciplinary and pluralistic dialogue and

consensus building about ethical issues relating to Al systems;

(@) QBRI A2ET Belsl Ge) BAlo Bl Ak - chekEtt - Shzeld Hhst o

(e) to promote equitable access to developments and knowledge in the field of
Al and the sharing of benefits, with particular attention to the needs and
contributions of LMICs, including LDCs, LLDCs and SIDS.
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IIl. VALUES AND PRINCIPLES
1L A R A

9. The values and principles included below should be respected by all actors in
the Al system life cycle, in the first place and, where needed and appropriate, be
promoted through amendments to the existing and elaboration of new legislation,

regulations and business guidelines.
g 1 7] el Be 9] FA00 os)
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This must comply with international law, including the United Nations Charter and
Member States’ human rights obligations, and should be in line with internationally

agreed social, political, environmental, educational, scientific and economic
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sustainability objectives, such as the United Nations Sustainable Development
Goals (SDGs).
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10. Values play a powerful role as motivating ideals in shaping policy measures

and legal norms.
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While the set of values outlined below thus inspires desirable behaviour and
represents the foundations of principles, the principles unpack the values
underlying them more concretely so that the values can be more easily

operationalized in policy statements and actions.
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11. While all the values and principles outlined below are desirable per se, in any

practical contexts, there may be tensions between these values and principles.
11. ofs} 7iet HE 7H4] 4 S’i’—‘lf_’_ 1 AAE B SR A el of2gt
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In any given situation, a contextual assessment will be necessary to manage

potential tensions, taking into account the principle of proportionality and in
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compliance with human rights and fundamental freedoms.
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In all cases, any possible limitations on human rights and fundamental freedoms
must have a lawful basis, and be reasonable, necessary and proportionate, and
consistent with States’ obligations under international law.
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To navigate such scenarios judiciously will typically require engagement with a
broad range of appropriate stakeholders, making use of social dialogue, as well as
ethical deliberation, due diligence and impact assessment.
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12. The trustworthiness and integrity of the life cycle of Al systems is essential
to ensure that Al technologies will work for the good of humanity, individuals,
societies and the environment and ecosystems, and embody the values and

principles set out in this Recommendation.

12. IZAls Al2" 1 F7100 gt Al 72 (integrity)2 1345 710 2
5, 709, A2, 37 2 AehAlel GolahAE 2Btk £ Aneld AN 1K 2 g
A Bk Hlo] Wzl



94 || a1 a1 B AN a7

People should have good reason to trust that Al systems can bring individual and
shared benefits, while adequate measures are taken to mitigate risks.
B34S A2do] A - B4 S AR e Gab) Sjg AUT 24
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An essential requirement for trustworthiness is that, throughout their life cycle, Al
systems are subject to thorough monitoring by the relevant stakeholders as
appropriate.
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As trustworthiness is an outcome of the operationalization of the principles in this
document, the policy actions proposed in this Recommendation are all directed at
promoting trustworthiness in all stages of the Al system life cycle.
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.1 VALUES
.1, A

Respect, protection and promotion of human rights and fundamental freedoms and
human dignity

AW H FEA A, W EHEY EF, HE,

13. The inviolable and inherent dignity of every human constitutes the foundation

for the universal, indivisible, inalienable, interdependent and interrelated system of
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human rights and fundamental freedoms.
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Therefore, respect, protection and promotion of human dignity and rights as
established by international law, including international human rights law, is
essential throughout the life cycle of Al systems.
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Human dignity relates to the recognition of the intrinsic and equal worth of each
individual human being, regardless of race, colour, descent, gender, age, language,
religion, political opinion, national origin, ethnic origin, social origin, economic or

social condition of birth, or disability and any other grounds.
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14. No human being or human community should be harmed or subordinated,
whether physically, economically, socially, politically, culturally or mentally during

any phase of the life cycle of Al systems.
14. oJd At B FEAE ATAS Al2d £ 719 BE A4 7ked 4 oE
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Throughout the life cycle of Al systems, the quality of life of human beings should
be enhanced, while the definition of “quality of life” should be left open to

individuals or groups, as long as there is no violation or abuse of human rights
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and fundamental freedoms, or the dignity of humans in terms of this definition.
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15. Persons may interact with Al systems throughout their life cycle and receive
assistance from them, such as care for vulnerable people or people in vulnerable
situations, including but not limited to children, older persons, persons with

disabilities or the ill.
15. AFE Q3416 AlAE 9 7] A JolA AFA 5 4228 = 9lon,
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Within such interactions, persons should never be objectified, nor should their
dignity be otherwise undermined, or human rights and fundamental freedoms

violated or abused.
I3t A2 SoA BE AR ASIEAY, ofUd £23/4d0] FEEAY, QE 2
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16. Human rights and fundamental freedoms must be respected, protected and
promoted throughout the life cycle of Al systems.
16. 1A} FEA A= AFAS ALE 8 571 A G0l HIEA] EF, BT,
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Governments, private sector, civil society, international organizations, technical

communities and academia must respect human rights instruments and
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frameworks in their interventions in the processes surrounding the life cycle of Al

systems.
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New technologies need to provide new means to advocate, defend and exercise
human rights and not to infringe them.
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Environment and ecosystem flourishing
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17. Environmental and ecosystem flourishing should be recognized, protected and

promoted through the life cycle of Al systems.
17. 37 9 BEAY ML U34S AT 78 F7] A GHollA 1A, B,
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Furthermore, environment and ecosystems are the existential necessity for

humanity and other living beings to be able to enjoy the benefits of advances in Al.
E3, §7 L QA AR Ve JPATE AFAS AL AL AT S 9]
Sfat W EAolct.

18. All actors involved in the life cycle of Al systems must comply with applicable
international law and domestic legislation, standards and practices, such as
precaution, designed for environmental and ecosystem protection and restoration,
and sustainable development.
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They should reduce the environmental impact of Al systems, including but not
limited to its carbon footprint, to ensure the minimization of climate change and
environmental risk factors, and prevent the unsustainable exploitation, use and
transformation of natural resources contributing to the deterioration of the

environment and the degradation of ecosystems.
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Ensuring diversity and inclusiveness

O H 283 HA

19. Respect, protection and promotion of diversity and inclusiveness should be
ensured throughout the life cycle of Al systems, consistent with international law,

including human rights law.

19. VA *b‘%iH T 71 A G dEHS BIETE TART LAvhs AoA
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This may be done by promoting active participation of all individuals or groups
regardless of race, colour, descent, gender, age, language, religion, political
opinion, national origin, ethnic origin, social origin, economic or social condition of

birth, or disability and any other grounds.
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20. The scope of lifestyle choices, beliefs, opinions, expressions or personal
experiences, including the optional use of Al systems and the co—-design of these

architectures should not be restricted during any phase of the life cycle of Al

systems.

20. AFA s AlAHO] e ARE- 9 o] -2 A|(architecture)d] 55 AAE HIE
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21. Furthermore, efforts, including international cooperation, should be made to
overcome, and never take advantage of, the lack of necessary technological
infrastructure, education and skills, as well as legal frameworks, particularly in
LMICs, LDCs, LLDCs and SIDS, affecting communities.

21. ole] H3l, B3] % - ALER, HUWALEAT, WEALEAR, ZREA LEA
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Living in peaceful, just and interconnected societies

ShEal St ATddd ARl 4

22. Al actors should play a participative and enabling role to ensure peaceful and
just societies, which is based on an interconnected future for the benefit of all,

consistent with human rights and fundamental freedoms.
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The value of living in peaceful and just societies points to the potential of Al
systems to contribute throughout their life cycle to the interconnectedness of all
living creatures with each other and with the natural environment.
23L8T BT ALlAY] 49 A AN A2E £ 27] A GoolH BE
A 7+9] 4odd 9 AgAe Ade 1] Al 7oe & Q=
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23. The notion of humans being interconnected is based on the knowledge that
every human belongs to a greater whole, which thrives when all its constituent

parts are enabled to thrive.
23. 4542 Agolzhs AW BE Aol o 2 shte) ghaxel &abA| Hek A
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Living in peaceful, just and interconnected societies requires an organic,
immediate, uncalculated bond of solidarity, characterized by a permanent search
for peaceful relations, tending towards care for others and the natural environment

in the broadest sense of the term.
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24. This value demands that peace, inclusiveness and justice, equity and
interconnectedness should be promoted throughout the life cycle of Al systems,
in so far as the processes of the life cycle of Al systems should not segregate,
objectify or undermine freedom and autonomous decision—-making as well as the
safety of human beings and communities, divide and turn individuals and groups
against each other, or threaten the coexistence between humans, other living

beings and the natural environment.
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II1.2 PRINCIPLES
1.2, YA

Proportionality and Do No Harm

HJaA9 92 4 A3 F4(Do No Harm) 3]

25. 1t should be recognized that Al technologies do not necessarily, per se, ensure

human and environmental and ecosystem flourishing.
25. QIBAIE 71&o] 11 AANE QIZE 34 9 AEjA Q] MY WHEA] BEAo}
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Furthermore, none of the processes related to the Al system life cycle shall
exceed what is necessary to achieve legitimate aims or objectives and should be

appropriate to the context.
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In the event of possible occurrence of any harm to human beings, human rights
and fundamental freedoms, communities and society at large or the environment
and ecosystems, the implementation of procedures for risk assessment and the
adoption of measures in order to preclude the occurrence of such harm should be

ensured.
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26. The choice to use Al systems and which Al method to use should be justified
in the following ways: (a) the Al method chosen should be appropriate and
proportional to achieve a given legitimate aim; (b) the Al method chosen should
not infringe upon the foundational values captured in this document, in particular,
its use must not violate or abuse human rights; and (c) the Al method should be

appropriate to the context and should be based on rigorous scientific foundations.
ATAE AlLES ARG ofF 5l ofd ISAE 7S A}Q@} Ae ot 22 84
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71°] whgAStaL wiF2jolofof gttt (b) AElH ASAls 71‘@" W7k Ay 22
AQ1 7HAof dish 37t glofof gttt £79], 0|9 AN Hdiz IEe AsfstAY E&
SHA] ghotof ettt (o) A5AIT 71 ARE i=ho] Aeksfof sk @Zﬁl era £A9
EHE Fofof 2t

In scenarios where decisions are understood to have an impact that is irreversible

or difficult to reverse or may involve life and death decisions, final human



determination should apply.
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In particular, Al systems should not be used for social scoring or mass surveillance
purposes.
E3], AFA 5 A|AEL A13]A A4 B7Hsocial scoring) BE U A EHog:=
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Safety and security
Qb 9 HQF

27. Unwanted harms (safety risks), as well as vulnerabilities to attack (security
risks) should be avoided and should be addressed, prevented and eliminated
throughout the life cycle of Al systems to ensure human, environmental and

ecosystem safety and security.

27. Ak, 84 9 A obdat woke WA gid, UX e Wk SR)ek
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Safe and secure Al will be enabled by the development of sustainable,
privacy—protective data access frameworks that foster better training and validation

of Al models utilizing quality data.
QbAstAL Heto] FA JIFA TS A&7Hs51H EE}OM/\V} HAEE Holg dE =
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Fairmess and non-discrimination

3y L M 3

28. Al actors should promote social justice and safeguard fairness and

non-discrimination of any kind in compliance with international law.
8. ABAYS B FAL A8 HOIE FHolof shel A ] et A  old B
o 22 FA= S5ofor Gk,

This implies an inclusive approach to ensuring that the benefits of Al technologies
are available and accessible to all, taking into consideration the specific needs of
different age groups, cultural systems, different language groups, persons with
disabilities, girls and women, and disadvantaged, marginalized and vulnerable
people or people in vulnerable situations.
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Member States should work to promote inclusive access for all, including local
communities, to Al systems with locally relevant content and services, and with
respect for multilingualism and cultural diversity.
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Member States should work to tackle digital divides and ensure inclusive access

to and participation in the development of Al.
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At the national level, Member States should promote equity between rural and
urban areas, and among all persons regardless of race, colour, descent, gender,
age, language, religion, political opinion, national origin, ethnic origin, social origin,
economic or social condition of birth, or disability and any other grounds, in terms

of access to and participation in the Al system life cycle.

2714 AU, ABA 4 27100 TRk A 9 olol thatel URe EW &
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At the international level, the most technologically advanced countries have a
responsibility of solidarity with the least advanced to ensure that the benefits of
Al technologies are shared such that access to and participation in the Al system
life cycle for the latter contributes to a fairer world order with regard to
information, communication, culture, education, research and socio—economic and

political stability.
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29. Al actors should make all reasonable efforts to minimize and avoid reinforcing
or perpetuating discriminatory or biased applications and outcomes throughout the

life cycle of the Al system to ensure fairness of such systems.
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Effective remedy should be available against discrimination and biased algorithmic

determination.

AhE 8 HgE 2aElE 240 dishA AR ¢ Qe EakaQl "klo] flojof et

30. Furthermore, digital and knowledge divides within and between countries need
to be addressed throughout an Al system life cycle, including in terms of access
and quality of access to technology and data, in accordance with relevant national,
regional and international legal frameworks, as well as in terms of connectivity,
knowledge and skills and meaningful participation of the affected communities,

such that every person is treated equitably.
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Sustainability

A&t

31. The development of sustainable societies relies on the achievement of a
complex set of objectives on a continuum of human, social, cultural, economic and
environmental dimensions.
31, A&7Mst AH21] AL k- ALY - B3} - 4] - B4 U Aol B3
3t BH| Yol geigict.

The advent of Al technologies can either benefit sustainability objectives or hinder
their realization, depending on how they are applied across countries with varying
levels of development.

AFA s 71€9] Zdl= WA 0] gt w7H=0] o]Ao] of2A Ao H=A]o u}
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The continuous assessment of the human, social, cultural, economic and
environmental impact of Al technologies should therefore be carried out with full
cognizance of the implications of Al technologies for sustainability as a set of
constantly evolving goals across a range of dimensions, such as currently identified
in the Sustainable Development Goals (SDGs) of the United Nations.
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Right to Privacy, and Data Protection
IapoA| #2  BE 5O

32. Privacy, a right essential to the protection of human dignity, human autonomy
and human agency, must be respected, protected and promoted throughout the
life cycle of Al systems.

32. 7F £, U A=A, At BEO Hoo] A4 ARl ZetolHAlE IS Al

Aa" e F7] A G0 HIEA] EF, HE, SAIH ook it

It is important that data for Al systems be collected, used, shared, archived and
deleted in ways that are consistent with international law and in line with the
values and principles set forth in this Recommendation, while respecting relevant

national, regional and international legal frameworks.
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33. Adequate data protection frameworks and governance mechanisms should be
established in a multi-stakeholder approach at the national or international level,

protected by judicial systems, and ensured throughout the life cycle of Al systems.
33. H43 vlofe) B3 & U ANYA fAYZL F} . IAH A9 chby g2y
o= geE|ojof 5tal, AR HA] o5 HgHtolok oh, QIFAls AAR T F7]
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Data protection frameworks and any related mechanisms should take reference
from international data protection principles and standards concerning the

collection, use and disclosure of personal data and exercise of their rights by data
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subjects while ensuring a legitimate aim and a valid legal basis for the processing

of personal data, including informed consent.
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34. Algorithmic systems require adequate privacy impact assessments, which also
include societal and ethical considerations of their use and an innovative use of
the privacy by design approach.

34. dAEF ALEE 0|9 AAYE ARG A DA CIAM L AJAFE ] FAIA ARG
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Al actors need to ensure that they are accountable for the design and
implementation of Al systems in such a way as to ensure that personal information
is protected throughout the life cycle of the Al system.
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Human oversight and determination

O
oo 4= {2

35. Member States should ensure that it is always possible to attribute ethical and
legal responsibility for any stage of the life cycle of Al systems, as well as in cases
of remedy related to Al systems, to physical persons or to existing legal entities.
35. = ABAS AL % 719 ol GAPIME, E3 IFAls AlAde] A
i ZAIA, 7R = el w214 - WA AL S Zlo] Y 7Rsdt=S sfok etk
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Human oversight refers thus not only to individual human oversight, but to
inclusive public oversight, as appropriate.

webA] QI7ke] ZEolz 19 ZEE ofje), AYS A9 XA o B FEA
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36. It may be the case that sometimes humans would choose to rely on Al
systems for reasons of efficacy, but the decision to cede control in limited
contexts remains that of humans, as humans can resort to Al systems in
decision—-making and acting, but an Al system can never replace ultimate human
responsibility and accountability.
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As a rule, life and death decisions should not be ceded to Al systems.
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Transparency and explainability

E54 9 497RsA

37. The transparency and explainability of Al systems are often essential
preconditions to ensure the respect, protection and promotion of human rights,
fundamental freedoms and ethical principles.
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Transparency is necessary for relevant national and international liability regimes

to work effectively.

=ee w24 WA A9 AR aaEoR AESH do] ool

A lack of transparency could also undermine the possibility of effectively
challenging decisions based on outcomes produced by Al systems and may
thereby infringe the right to a fair trial and effective remedy, and limits the areas

in which these systems can be legally used.
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38. While efforts need to be made to increase transparency and explainability of
Al systems, including those with extra—territorial impact, throughout their life cycle
to support democratic governance, the level of transparency and explainability
should always be appropriate to the context and impact, as there may be a need
to balance between transparency and explainability and other principles such as

privacy, safety and security.
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People should be fully informed when a decision is informed by or is made on the
basis of Al algorithms, including when it affects their safety or human rights, and

in those circumstances should have the opportunity to request explanatory
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information from the relevant Al actor or public sector institutions.
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In addition, individuals should be able to access the reasons for a decision
affecting their rights and freedoms, and have the option of making submissions
to a designated staff member of the private sector company or public sector

institution able to review and correct the decision.
tgo], j9le A4} He] @ RG] JFL vlA Aol etk A 2 4 ol
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Al actors should inform users when a product or service is provided directly or with
the assistance of Al systems in a proper and timely manner.
ABAE B9 FAL AFot M2t AHAOR EE ABXY A2 BRE F

3 AlEE W AREARIA o1& AIZIAESHA AR SHEjoF Qi

39. From a socio—technical lens, greater transparency contributes to more

peaceful, just, democratic and inclusive societies.
30 48] - 7147 BN, o £ FHAS U BotET Fo WFAoln L1

Atgje] 7]ofgict.

It allows for public scrutiny that can decrease corruption and discrimination, and

can also help detect and prevent negative impacts on human rights.
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Transparency aims at providing appropriate information to the respective
addressees to enable their understanding and foster trust.
EuAL JRE v= 7} A9 o]flE Fal AFE A5 Yote] dHe HEE AlF
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Specific to the Al system, transparency can enable people to understand how each
stage of an Al system is put in place, appropriate to the context and sensitivity
of the Al system.

3] ITAIS ALEOA, F8482 ASAS ALE] 7 DA77 ofg A A3 IS A
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It may also include insight into factors that affect a specific prediction or decision,
and whether or not appropriate assurances (such as safety or fairness measures)

are in place.

In cases of serious threats of adverse human rights impacts, transparency may

also require the sharing of code or datasets.
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40. Explainability refers to making intelligible and providing insight into the

outcome of Al systems.
40. A7 A5 AS AL”Y] A7t olsfE 4= A skl olof Byt 5
Ao AL omjgi,

The explainability of Al systems also refers to the understandability of the input,
output and the functioning of each algorithmic building block and how it
contributes to the outcome of the systems.

9
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Thus, explainability is closely related to transparency, as outcomes and
sub-processes leading to outcomes should aim to be understandable and

traceable, appropriate to the context.
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Al actors should commit to ensuring that the algorithms developed are explainable.

A5As W9 FAle ALE Lare|so] Ag7kssfor Adte Aol FEsfor .

In the case of Al applications that impact the end user in a way that is not
temporary, easily reversible or otherwise low risk, it should be ensured that the
meaningful explanation is provided with any decision that resulted in the action

taken in order for the outcome to be considered transparent.
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41. Transparency and explainability relate closely to adequate responsibility and

accountability measures, as well as to the trustworthiness of Al systems.
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Responsibility and accountability

B9 9 Ay

42. Al actors and Member States should respect, protect and promote human
rights and fundamental freedoms, and should also promote the protection of the
environment and ecosystems, assuming their respective ethical and legal
responsibility, in accordance with national and international law, in particular
Member States’ human rights obligations, and ethical guidance throughout the life
cycle of Al systems, including with respect to Al actors within their effective

territory and control.
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The ethical responsibility and liability for the decisions and actions based in any
way on an Al system should always ultimately be attributable to Al actors

corresponding to their role in the life cycle of the Al system.
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43. Appropriate oversight, impact assessment, audit and due diligence
mechanisms, including whistle-blowers’ protection, should be developed to ensure

accountability for Al systems and their impact throughout their life cycle.
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Both technical and institutional designs should ensure auditability and traceability
of (the working of) Al systems in particular to address any conflicts with human
rights norms and standards and threats to environmental and ecosystem
well-being.
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Awareness and literacy

SRIEICEEN

44. Public awareness and understanding of Al technologies and the value of data
should be promoted through open and accessible education, civic engagement,
digital skills and Al ethics training, media and information literacy and training led
jointly by governments, intergovernmental organizations, civil society, academia,

the media, community leaders and the private sector, and considering the existing
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linguistic, social and cultural diversity, to ensure effective public participation so
that all members of society can take informed decisions about their use of Al

systems and be protected from undue influence.
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45. Learning about the impact of Al systems should include learning about,
through and for human rights and fundamental freedoms, meaning that the
approach and understanding of Al systems should be grounded by their impact on

human rights and access to rights, as well as on the environment and ecosystems.
45. JZAS A 2E9 ol digh shgolle Id W 224 A2t o]df Higt ol& &
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Multi-stakeholder and adaptive governance and collaboration

oAb 9 g Auda @ gl

46. International law and national sovereignty must be respected in the use of
data.
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That means that States, complying with international law, can regulate the data
generated within or passing through their territories, and take measures towards
effective regulation of data, including data protection, based on respect for the
right to privacy in accordance with international law and other human rights norms

and standards.
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47. Participation of different stakeholders throughout the Al system life cycle is
necessary for inclusive approaches to Al governance, enabling the benefits to be
shared by all, and to contribute to sustainable development.
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Stakeholders include but are not limited to governments, intergovernmental
organizations, the technical community, civil society, researchers and academia,
media, education, policy-makers, private sector companies, human rights

institutions and equality bodies, anti—discrimination monitoring bodies, and groups
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for youth and children.
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The adoption of open standards and interoperability to facilitate collaboration

should be in place.

A= SA5P7] Ashde M4 71Et 28284 d(interoperability)©] T=U= ofoF 2t

Measures should be adopted to take into account shifts in technologies, the
emergence of new groups of stakeholders, and to allow for meaningful
participation by marginalized groups, communities and individuals and, where
relevant, in the case of Indigenous Peoples, respect for the self-governance of
their data.
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IV. AREAS OF POLICY ACTION
V. §N U5 9

48. The policy actions described in the following policy areas operationalize the

values and principles set out in this Recommendation.
48. ofste] A& Zof Ui 71&H AH P52 & AiolA AT 71 dAS &8
st
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The main action is for Member States to put in place effective measures, including,
for example, policy frameworks or mechanisms, and to ensure that other
stakeholders, such as private sector companies, academic and research
institutions, and civil society adhere to them by, among other actions, encouraging
all stakeholders to develop human rights, rule of law, democracy, and ethical
impact assessment and due diligence tools in line with guidance including the
United Nations Guiding Principles on Business and Human Rights.
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The process for developing such policies or mechanisms should be inclusive of all
stakeholders and should take into account the circumstances and priorities of each
Member State.
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UNESCO can be a partner and support Member States in the development as well

as monitoring and evaluation of policy mechanisms.
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49. UNESCO recognizes that Member States will be at different stages of
readiness to implement this Recommendation, in terms of scientific, technological,

economic, educational, legal, regulatory, infrastructural, societal, cultural and other
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dimensions.
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It is noted that “readiness” here is a dynamic status.
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In order to enable the effective implementation of this Recommendation, UNESCO
will therefore: (1) develop a readiness assessment methodology to assist
interested Member States in identifying their status at specific moments of their
readiness trajectory along a continuum of dimensions; and (2) ensure support for
interested Member States in terms of developing a UNESCO methodology for
Ethical Impact Assessment (EIA) of Al technologies, sharing of best practices,
assessment guidelines and other mechanisms and analytical work.
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POLICY AREA 1: ETHICAL IMPACT ASSESSMENT

. O
B GOl 1 QYR

50. Member States should introduce frameworks for impact assessments, such as
ethical impact assessment, to identify and assess benefits, concerns and risks of
Al systems, as well as appropriate risk prevention, mitigation and monitoring

measures, among other assurance mechanisms.
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Such impact assessments should identify impacts on human rights and
fundamental freedoms, in particular but not limited to the rights of marginalized
and vulnerable people or people in vulnerable situations, labour rights, the
environment and ecosystems and ethical and social implications, and facilitate
citizen participation in line with the values and principles set forth in this

Recommendation.
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51. Member States and private sector companies should develop due diligence and
oversight mechanisms to identify, prevent, mitigate and account for how they
address the impact of Al systems on the respect for human rights, rule of law

and inclusive societies.
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Member States should also be able to assess the socio—economic impact of Al
systems on poverty and ensure that the gap between people living in wealth and
poverty, as well as the digital divide among and within countries, are not increased

with the massive adoption of Al technologies at present and in the future.
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In order to do this, in particular, enforceable transparency protocols should be
implemented, corresponding to the access to information, including information of
public interest held by private entities.
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Member States, private sector companies and civil society should investigate the
sociological and psychological effects of Al-based recommendations on humans

in their decision—-making autonomy.
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Al systems identified as potential risks to human rights should be broadly tested
by Al actors, including in real-world conditions if needed, as part of the Ethical

Impact Assessment, before releasing them in the market.
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52. Member States and business enterprises should implement appropriate
measures to monitor all phases of an Al system life cycle, including the functioning
of algorithms used for decision—making, the data, as well as Al actors involved in
the process, especially in public services and where direct end—-user interaction is

needed, as part of ethical impact assessment.
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Member States’ human rights law obligations should form part of the ethical

aspects of Al system assessments.
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53. Governments should adopt a regulatory framework that sets out a procedure,
particularly for public authorities, to carry out ethical impact assessments on Al
systems to predict consequences, mitigate risks, avoid harmful consequences,

facilitate citizen participation and address societal challenges.
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The assessment should also establish appropriate oversight mechanisms, including
auditability, traceability and explainability, which enable the assessment of

algorithms, data and design processes, as well as include external review of Al

systems.
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Bl - AAZol tigt B7HE 7hsHA sk A, 87, A7k BIR

of
& Hae 4% AUSS Sesior Bk

Ethical impact assessments should be transparent and open to the public, where

appropriate.
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Such assessments should also be multidisciplinary, multi-stakeholder, multicultural,

pluralistic and inclusive.
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The public authorities should be required to monitor the Al systems implemented
and/or deployed by those authorities by introducing appropriate mechanisms and
tools.
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POLICY AREA 2: ETHICAL GOVERNANCE AND STEWARDSHIP

M 01 0 Q2R HHHA U YOI stewardship)

54. Member States should ensure that Al governance mechanisms are inclusive,
transparent, multidisciplinary, multilateral (this includes the possibility of mitigation

and redress of harm across borders) and multi-stakeholder.
54, B1URS AL AVMA fAUZo] E8Hol 1 Egste] chatEAo|n A
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In particular, governance should include aspects of anticipation, and effective

protection, monitoring of impact, enforcement and redress.
E39], AMdAE dli, a8 Bo, JF BUET, AACIY, A 22 SHE Z3t)
of gtk



126 || A1 2919 a5 A @7

55. Member States should ensure that harms caused through Al systems are
investigated and redressed, by enacting strong enforcement mechanisms and
remedial actions, to make certain that human rights and fundamental freedoms
and the rule of law are respected in the digital world and in the physical world.
55, AL 917 U WA BA @ OAD AAGIA 23 5 AT 3 BACY
HAUZ DAY 2AE ATOEA, AFAS ALPOE I8 AL et 24
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Such mechanisms and actions should include remediation mechanisms provided

by private and public sector companies.
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The auditability and traceability of Al systems should be promoted to this end.
olg gIML AT FH7Rs o] ZHElolof G,

In addition, Member States should strengthen their institutional capacities to
deliver on this commitment and should collaborate with researchers and other
stakeholders to investigate, prevent and mitigate any potentially malicious uses of

Al systems.
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56. Member States are encouraged to develop national and regional Al strategies
and to consider forms of soft governance such as a certification mechanism for
Al systems and the mutual recognition of their certification, according to the

sensitivity of the application domain and expected impact on human rights, the
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.environment and ecosystems, and other ethical considerations set forth in this

Recommendation.
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Such a mechanism might include different levels of audit of systems, data, and
adherence to ethical guidelines and to procedural requirements in view of ethical
aspects.
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At the same time, such a mechanism should not hinder innovation or disadvantage
small and medium enterprises or start-ups, civil society as well as research and

science organizations, as a result of an excessive administrative burden.
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These mechanisms should also include a regular monitoring component to ensure
system robustness and continued integrity and adherence to ethical guidelines
over the entire life cycle of the Al system, requiring re—certification if necessary.
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57. Member States and public authorities should carry out transparent self-
ssessment of existing and proposed Al systems, which, in particular, should
include the assessment of whether the adoption of Al is appropriate and, if so,
should include further assessment to determine what the appropriate method is,
as well as assessment as to whether such adoption would result in violations or
abuses of Member States’ human rights law obligations, and if that is the case,
prohibit its use.
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58. Member States should encourage public entities, private sector companies and
civil society organizations to involve different stakeholders in their Al governance
and to consider adding the role of an independent Al Ethics Officer or some other
mechanism to oversee ethical impact assessment, auditing and continuous

monitoring efforts and ensure ethical guidance of Al systems.
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Member States, private sector companies and civil society organizations, with the
support of UNESCO, are encouraged to create a network of independent Al Ethics
Officers to give support to this process at national, regional and international levels.
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59. Member States should foster the development of, and access to, a digital
ecosystem for ethical and inclusive development of Al systems at the national
level, including to address gaps in access to the Al system life cycle, while

contributing to international collaboration.
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Such an ecosystem includes, in particular, digital technologies and infrastructure,

and mechanisms for sharing Al knowledge, as appropriate.
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60. Member States should establish mechanisms, in collaboration with international
organizations, transnational corporations, academic institutions and civil society, to
ensure the active participation of all Member States, especially LMICs, in particular
LDCs, LLDCs and SIDS, in international discussions concerning Al governance.
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This can be through the provision of funds, ensuring equal regional participation,
or any other mechanisms.
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Furthermore, in order to ensure the inclusiveness of Al fora, Member States
should facilitate the travel of Al actors in and out of their territory, especially from
LMICs, in particular LDCs, LLDCs and SIDS, for the purpose of participating in

these for a.

olo] Hl, ABAYS EH] TEHS BN YA FATL ABAL B9 FA|, =
5] & - ALSA7E 11 FoAE RIS, WSS, AN dS &
Alo] 2¥ %‘0191 EHoE A=QPE oA &olstA FHL 4 ULF sfof 2t

61. Amendments to the existing or elaboration of new national legislation
addressing Al systems must comply with Member States’ human rights law
obligations and promote human rights and fundamental freedoms throughout the

Al system life cycle.
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Promotion thereof should also take the form of governance initiatives, good
exemplars of collaborative practices regarding Al systems, and national and
international technical and methodological guidelines as Al technologies advance.
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Diverse sectors, including the private sector, in their practices regarding Al
systems must respect, protect and promote human rights and fundamental
freedoms using existing and new instruments in combination with this

Recommendation.
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62. Member States that acquire Al systems for human rights—sensitive use cases,
such as law enforcement, welfare, employment, media and information providers,
health care and the independent judiciary system should provide mechanisms to
monitor the social and economic impact of such systems by appropriate oversight
authorities, including independent data protection authorities, sectoral oversight
and public bodies responsible for oversight.
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63. Member States should enhance the capacity of the judiciary to make decisions
related to Al systems as per the rule of law and in line with international law and
standards, including in the use of Al systems in their deliberations, while ensuring

that the principle of human oversight is upheld.
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In case Al systems are used by the judiciary, sufficient safeguards are needed to
guarantee inter alia the protection of fundamental human rights, the rule of law,
judicial independence as well as the principle of human oversight, and to ensure
a trustworthy, public interest-oriented and human-centric development and use of

Al systems in the judiciary.
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64. Member States should ensure that governments and multilateral organizations
play a leading role in ensuring the safety and security of Al systems, with multi-
takeholder participation.
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Specifically, Member States, international organizations and other relevant bodies
should develop international standards that describe measurable, testable levels of
safety and transparency, so that systems can be objectively assessed and levels

of compliance determined.
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Furthermore, Member States and business enterprises should continuously
support strategic research on potential safety and security risks of Al technologies
and should encourage research into transparency and explainability, inclusion and
literacy by putting additional funding into those areas for different domains and at
different levels, such as technical and natural language.
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65. Member States should implement policies to ensure that the actions of Al
actors are consistent with international human rights law, standards and principles
throughout the life cycle of Al systems, while taking into full consideration the
current cultural and social diversities, including local customs and religious
traditions, with due regard to the precedence and universality of human rights.
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66. Member States should put in place mechanisms to require Al actors to
disclose and combat any kind of stereotyping in the outcomes of Al systems and
data, whether by design or by negligence, and to ensure that training data sets
for Al systems do not foster cultural, economic or social inequalities, prejudice, the
spreading of disinformation and misinformation, and disruption of freedom of
expression and access to information.
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Particular attention should be given to regions where the data are scarce.
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67. Member States should implement policies to promote and increase diversity
and inclusiveness that reflect their populations in Al development teams and

training datasets, and to ensure equal access to Al technologies and their benefits,
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particularly for marginalized groups, both from rural and urban zones.
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68. Member States should develop, review and adapt, as appropriate, regulatory
frameworks to achieve accountability and responsibility for the content and

outcomes of Al systems at the different phases of their life cycle.
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Member States should, where necessary, introduce liability frameworks or clarify
the interpretation of existing frameworks to ensure the attribution of accountability
for the outcomes and the functioning of Al systems.
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Furthermore, when developing regulatory frameworks, Member States should, in
particular, take into account that ultimate responsibility and accountability must
always lie with natural or legal persons and that Al systems should not be given

legal personality themselves.
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To ensure this, such regulatory frameworks should be consistent with the principle
of human oversight and establish a comprehensive approach focused on Al actors
and the technological processes involved across the different stages of the Al

system life cycle.
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69. In order to establish norms where these do not exist, or to adapt the existing
legal frameworks, Member States should involve all Al actors (including, but not
limited to, researchers, representatives of civil society and law enforcement,

insurers, investors, manufacturers, engineers, lawyers and users).
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The norms can mature into best practices, laws and regulations.
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Member States are further encouraged to use mechanisms such as policy
prototypes and regulatory sandboxes to accelerate the development of laws,
regulations and policies, including regular reviews thereof, in line with the rapid
development of new technologies and ensure that laws and regulations can be

tested in a safe environment before being officially adopted.
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Member States should support local governments in the development of local
policies, regulations and laws in line with national and international legal
frameworks.
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70. Member States should set clear requirements for Al system transparency and

explainability so as to help ensure the trustworthiness of the full Al system life cycle.
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Such requirements should involve the design and implementation of impact
mechanisms that take into consideration the nature of application domain,

intended use, target audience and feasibility of each particular Al system.
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POLICY AREA 3: DATA POLICY

AN ey 3: olE]

71. Member States should work to develop data governance strategies that ensure
the continual evaluation of the quality of training data for Al systems including the
adequacy of the data collection and selection processes, proper data security and
protection measures, as well as feedback mechanisms to learn from mistakes and

share best practices among all Al actors.
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72. Member States should put in place appropriate safeguards to protect the right
to privacy in accordance with international law, including addressing concerns such

as surveillance.
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Member States should, among others, adopt or enforce legislative frameworks that

provide appropriate protection, compliant with international law.
FolETE, 3= Aol ot Adet Ko Algcks 4¥ o9l 52 TYstAY
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Member States should strongly encourage all Al actors, including business
enterprises, to follow existing international standards and, in particular, to carry out
adequate privacy impact assessments, as part of ethical impact assessments,
which take into account the wider socio—economic impact of the intended data

processing, and to apply privacy by design in their systems.
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Privacy should be respected, protected and promoted throughout the life cycle of

Al systems.
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73. Member States should ensure that individuals retain rights over their personal
data and are protected by a framework, which notably foresees: transparency;
appropriate safeguards for the processing of sensitive data; an appropriate level
of data protection; effective and meaningful accountability schemes and
mechanisms; the full enjoyment of the data subjects’ rights and the ability to
access and erase their personal data in Al systems, except for certain
circumstances in compliance with international law; an appropriate level of
protection in full compliance with data protection legislation where data are being
used for commercial purposes such as enabling micro—targeted advertising,
transferred cross—border; and an effective independent oversight as part of a data
governance mechanism which keeps individuals in control of their personal data
and fosters the benefits of a free flow of information internationally, including

access to data.
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74. Member States should establish their data policies or equivalent frameworks,
or reinforce existing ones, to ensure full security for personal data and sensitive
data, which, if disclosed, may cause exceptional damage, injury or hardship to
individuals.
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Examples include data relating to offences, criminal proceedings and convictions,
and related security measures; biometric, genetic and health data; and —personal
data such as that relating to race, colour, descent, gender, age, language, religion,
political opinion, national origin, ethnic origin, social origin, economic or social

condition of birth, or disability and any other characteristics.

olef3t dlofE o] o2t W - FAhE - At © o]oh BaAE HILEA) Hlo]e], A -
9 - 27 dofel, 11 A%, WRA, WE, 4, ol, dol, F, FAH A, 7} -
W ASlA 24, 24 A A4 - A 24, gol, 718 B EAT} B A9 gl

8 5ol Urh

]
I

75. Member States should promote open data.

75. B3t 3= 4 HlolEE AHsiof Jtt.

In this regard, Member States should consider reviewing their policies and
regulatory frameworks, including on access to information and open government
to reflect Al-specific requirements and promoting mechanisms, such as open
repositories for publicly funded or publicly held data and source code and data

trusts, to support the safe, fair, legal and ethical sharing of data, among others.
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76. Member States should promote and facilitate the use of quality and robust
datasets for training, development and use of Al systems, and exercise vigilance
in overseeing their collection and use.

76. 3¥=2 FE| AxAo] FHold shsrlofe I AR B ol2fet A Als AlAFY

ro
M g AR A - SAsfoF st ole] 4 - E82 A=l Slo] FofsoF dith

This could, if possible and feasible, include investing in the creation of gold
standard datasets, including open and trustworthy datasets, which are diverse,
constructed on a valid legal basis, including consent of data subjects, when
required by law.
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Standards for annotating datasets should be encouraged, including disaggregating
data on gender and other bases, so it can easily be determined how a dataset is
gathered and what properties it has.
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77. Member States, as also suggested in the report of the United Nations
Secretary—General's High-level Panel on Digital Cooperation, with the support of
the United Nations and UNESCO, should adopt a digital commons approach to data
where appropriate, increase interoperability of tools and datasets and interfaces of
systems hosting data, and encourage private sector companies to share the data
they collect with all stakeholders, as appropriate, for research, innovation or public

benefits.
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They should also promote public and private efforts to create collaborative

platforms to share quality data in trusted and secured data spaces.
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POLICY AREA 4: DEVELOPMENT AND INTERNATIONAL COOPERATION

I 9% 4 W D 3N 2

78. Member States and transnational corporations should prioritize Al ethics by
including discussions of Al-related ethical issues into relevant international,

intergovernmental and multi-stakeholder for a.
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79. Member States should ensure that the use of Al in areas of development such
as education, science, culture, communication and information, health care,
agriculture and food supply, environment, natural resource and infrastructure
management, economic planning and growth, among others, adheres to the values
and principles set forth in this Recommendation.
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80. Member States should work through international organizations to provide
platforms for international cooperation on Al for development, including by contributing
expertise, funding, data, domain knowledge, infrastructure, and facilitating multi-
takeholder collaboration to tackle challenging development problems, especially for
LMICs, in particular LDCs, LLDCs and SIDS.
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81. Member States should work to promote international collaboration on Al
research and innovation, including research and innovation centres and networks
that promote greater participation and leadership of researchers from LMICs and
other countries, including LDCs, LLDCs and SIDS.
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82. Member States should promote Al ethics research by engaging international
organizations and research institutions, as well as transnational corporations, that
can be a basis for the ethical use of Al systems by public and private entities,
including research into the applicability of specific ethical frameworks in specific
cultures and contexts, and the possibilities to develop technologically feasible

solutions in line with these frameworks.
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83. Member States should encourage international cooperation and collaboration in
the field of Al to bridge geo-technological lines.
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Technological exchanges and consultations should take place between Member
States and their populations, between the public and private sectors, and between
and among the most and least technologically advanced countries in full respect

of international law.
& BF 2 P JATH AT Ao], TF HEB g 2R Ao, A Ao,
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POLICY AREA 5: ENVIRONMENT AND ECOSYSTEMS
A 3 5. By H GEH

84. Member States and business enterprises should assess the direct and indirect

environmental impact throughout the Al system life cycle, including, but not limited
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to, its carbon footprint, energy consumption and the environmental impact of raw
material extraction for supporting the manufacturing of Al technologies, and reduce
the environmental impact of Al systems and data infrastructures.
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Member States should ensure compliance of all Al actors with environmental law,

policies and practices.
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85. Member States should introduce incentives, when needed and appropriate, to
ensure the development and adoption of rights—based and ethical Al-powered
solutions for disaster risk resilience; the monitoring, protection and regeneration

of the environment and ecosystems; and the preservation of the planet.

85. Rl AHRT A, sd=2 At Hdol it slEEEA, 2 9 AEA LY E
- 5o 3% AP0 BES R A V5 U e)H 3R v)ue] S24 A
2 e B Slstol folAe Eelsfof ik

These Al systems should involve the participation of local and indigenous
communities throughout the life cycle of Al systems and should support circular

economy type approaches and sustainable consumption and production patterns.
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Some examples include using Al systems, when needed and appropriate, to:

Posky AU A4S AFAL A2HS A8 B A o thewt Pk

(a) Support the protection, monitoring and management of natural resources.

() A AL B35 - WYEY - T A

(b) Support the prediction, prevention, control and mitigation of climate- related

problems.

(b) 71ZEAS A& - oY - A - &5} A

(c) Support a more efficient and sustainable food ecosystem.
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(d) Support the acceleration of access to and mass adoption of sustainable energy.

(d) AE7FRse odAel tigt A2 & it =Y 7H&5sh A,

(e) Enable and promote the mainstreaming of sustainable infrastructure, sustainable

business models and sustainable finance for sustainable development.
(e) A&7Fse WA Qo] A&7hsst e}, A&7hatet AMY 2dl, A&7hs3et A
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(f) Detect pollutants or predict levels of pollution and thus help relevant
stakeholders identify, plan and put in place targeted interventions to prevent and
reduce pollution and exposure.
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86. When choosing Al methods, given the potential data—intensive or resource-
intensive character of some of them and the respective impact on the
environment, Member States should ensure that Al actors, in line with the principle

of proportionality, favour data, energy and resource—efficient Al methods.
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Requirements should be developed to ensure that appropriate evidence is available
to show that an Al application will have the intended effect, or that safeguards

accompanying an Al application can support the justification for its use.
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If this cannot be done, the precautionary principle must be favoured, and in
instances where there are disproportionate negative impacts on the environment,
Al should not be used.
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POLICY AREA 6: GENDER
¥ AN 6.

87. Member States should ensure that the potential for digital technologies and
artificial intelligence to contribute to achieving gender equality is fully maximized,

and must ensure that the human rights and fundamental freedoms of girls and
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women, and their safety and integrity are not violated at any stage of the Al

system life cycle.
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Moreover, Ethical Impact Assessment should include a transversal gender

perspective.
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88. Member States should have dedicated funds from their public budgets linked
to financing gender-responsive schemes, ensure that national digital policies
include a gender action plan, and develop relevant policies, for example, on labour
education, targeted at supporting girls and women to make sure they are not left

out of the digital economy powered by Al.
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Special investment in providing targeted programmes and gender—specific
language, to increase the opportunities of girls' and women’s participation in
science, technology, engineering, and mathematics (STEM), including information
and communication technologies (ICT) disciplines, preparedness, employability,
equal career development and professional growth of girls and women, should be

considered and implemented.
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89. Member States should ensure that the potential of Al systems to advance the

achievement of gender equality is realized.
89. AUFE HHE THS FIF 5 Y ATAS WAl AFHEE Ffof
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They should ensure that these technologies do not exacerbate the already wide
gender gaps existing in several fields in the analogue world, and instead eliminate

those gaps.
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These gaps include: the gender wage gap; the unequal representation in certain
professions and activities; the lack of representation at top management positions,
boards of directors, or research teams in the Al field; the education gap; the digital
and Al access, adoption, usage and affordability gap; and the unequal distribution

of unpaid work and of the caring responsibilities in our societies.
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90. Member States should ensure that gender stereotyping and discriminatory
biases are not translated into Al systems, and instead identify and proactively

redress these.
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Efforts are necessary to avoid the compounding negative effect of technological
divides in achieving gender equality and avoiding violence such as harassment,
bullying or trafficking of girls and women and under-represented groups, including
in the online domain.
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91. Member States should encourage female entrepreneurship, participation and
engagement in all stages of an Al system life cycle by offering and promoting
economic, regulatory incentives, among other incentives and support schemes, as
well as policies that aim at a balanced gender participation in Al research in
academia, gender representation on digital and Al companies’ top management
positions, boards of directors and research teams.
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Member States should ensure that public funds (for innovation, research and
technologies) are channelled to inclusive programmes and companies, with clear
gender representation, and that private funds are similarly encouraged through

affirmative action principles.
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Policies on harassment—free environments should be developed and enforced,
together with the encouragement of the transfer of best practices on how to
promote diversity throughout the Al system life cycle.
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92. Member States should promote gender diversity in Al research in academia
and industry by offering incentives to girls and women to enter the field, putting
in place mechanisms to fight gender stereotyping and harassment within the Al
research community, and encouraging academic and private entities to share best
practices on how to enhance gender diversity.
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93. UNESCO can help form a repository of best practices for incentivizing the
participation of girls, women and under-represented groups in all stages of the Al

system life cycle.
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POLICY AREA 7: CULTURE

3 geyy: 29}

94. Member States are encouraged to incorporate Al systems, where appropriate,
in the preservation, enrichment, understanding, promotion, management and
accessibility of tangible, documentary and intangible cultural heritage, including
endangered languages as well as indigenous languages and knowledges, for
example by introducing or updating educational programmes related to the
application of Al systems in these areas, where appropriate, and by ensuring a

participatory approach, targeted at institutions and the public.
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95. Member States are encouraged to examine and address the cultural impact
of Al systems, especially natural language processing (NLP) applications such as
automated translation and voice assistants, on the nuances of human language and

expression.
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Such assessments should provide input for the design and implementation of
strategies that maximize the benefits from these systems by bridging cultural gaps
and increasing human understanding, as well as addressing the negative
implications such as the reduction of use, which could lead to the disappearance

of endangered languages, local dialects, and tonal and cultural variations associated
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with human language and expression.
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96. Member States should promote Al education and digital training for artists and
creative professionals to assess the suitability of Al technologies for use in their
profession, and contribute to the design and implementation of suitable Al
technologies, as Al technologies are being used to create, produce, distribute,
broadcast and consume a variety of cultural goods and services, bearing in mind

the importance of preserving cultural heritage, diversity and artistic freedom.
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97. Member States should promote awareness and evaluation of Al tools among
local cultural industries and small and medium enterprises working in the field of

culture, to avoid the risk of concentration in the cultural market.
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98. Member States should engage technology companies and other stakeholders
to promote a diverse supply of and plural access to cultural expressions, and in
particular to ensure that algorithmic recommendation enhances the visibility and

discoverability of local content.
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99. Member States should foster new research at the intersection between Al and
intellectual property (IP), for example to determine whether or how to protect with

IP rights the works created by means of Al technologies.
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Member States should also assess how Al technologies are affecting the rights
or interests of IP owners, whose works are used to research, develop, train or
implement Al applications.
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100. Member States should encourage museums, galleries, libraries and archives
at the national level to use Al systems to highlight their collections and enhance
their libraries, databases and knowledge base, while also providing access to their
users.
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POLICY AREA 8: EDUCATION AND RESEARCH
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101. Member States should work with international organizations, educational
institutions and private and non—governmental entities to provide adequate Al
literacy education to the public on all levels in all countries in order to empower
people and reduce the digital divides and digital access inequalities resulting from

the wide adoption of Al systems.
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102. Member States should promote the acquisition of “prerequisite skills” for Al
education, such as basic literacy, numeracy, coding and digital skills, and media
and information literacy, as well as critical and creative thinking, teamwork,
communication, socio—emotional and Al ethics skills, especially in countries and in
regions or areas within countries where there are notable gaps in the education

of these skills.

102. 3lg=2 7|20 58, Ahasd, 29 - HAE 58, viHo] - FE 2EARR
otyz} vl AL, HY=, AR E 5, AFAT @8] s8I &2 ASAS &
2 A V2 &F9 §55 53] olFT 712AY 159 AAt FEHAE =7 9

olefet 27t W A - Tl Aelstolof d

103. Member States should promote general awareness programmes about Al

developments, including on data and the opportunities and challenges brought
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about by Al technologies, the impact of Al systems on human rights and their
implications, including children’s rights.
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These programmes should be accessible to non-technical as well as technical

groups.

olgdt T I Ve TR ofyet B OlA R o]ge] 4ok 2.

104. Member States should encourage research initiatives on the responsible and
ethical use of Al technologies in teaching, teacher training and e-learning, among
other issues, to enhance opportunities and mitigate the challenges and risks

involved in this area.
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The initiatives should be accompanied by an adequate assessment of the quality

of education and impact on students and teachers of the use of Al technologies.
o] A= w52 Ao gt AAgt B}, AFAT 71w Aol T8 E WAl HA]
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Member States should also ensure that Al technologies empower students and
teachers and enhance their experience, bearing in mind that relational and social
aspects and the value of traditional forms of education are vital in teacher-student

and student-student relationships and should be considered when discussing the
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adoption of Al technologies in education.
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Al systems used in learning should be subject to strict requirements when it
comes to the monitoring, assessment of abilities, or prediction of the learners’

behaviours.
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Al should support the learning process without reducing cognitive abilities and
without extracting sensitive information, in compliance with relevant personal data
protection standards.
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The data handed over to acquire knowledge collected during the learner's
interactions with the Al system must not be subject to misuse, misappropriation
or criminal exploitation, including for commercial purposes.
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105. Member States should promote the participation and leadership of girls and
women, diverse ethnicities and cultures, persons with disabilities, marginalized and

vulnerable people or people in vulnerable situations, minorities and all persons not



#9237 433 o8 A2 ||

enjoying the full benefits of digital inclusion, in Al education programmes at all
levels, as well as the monitoring and sharing of best practices in this regard with
other Member States.
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106. Member States should develop, in accordance with their national education
programmes and traditions, Al ethics curricula for all levels, and promote
cross—collaboration between Al technical skills education and humanistic, ethical

and social aspects of Al education.
106. 2= A= w5 25 9 AFof wet d shdo I5Als &8 SIS
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Online courses and digital resources of Al ethics education should be developed
in local languages, including indigenous languages, and take into account the
diversity of environments, especially ensuring accessibility of formats for persons

with disabilities.
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107. Member States should promote and support Al research, notably Al ethics
research, including for example through investing in such research or by creating

incentives for the public and private sectors to invest in this area, recognizing that
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research contributes significantly to the further development and improvement of
Al technologies with a view to promoting international law and the values and
principles set forth in this Recommendation.
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Member States should also publicly promote the best practices of, and cooperation
with, researchers and companies who develop Al in an ethical manner.
sa=e Ee feHoR AFALE AU ATA - 71d0] B A FRakL of
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108. Member States should ensure that Al researchers are trained in research
ethics and require them to include ethical considerations in their designs, products
and publications, especially in the analyses of the datasets they use, how they are

annotated, and the quality and scope of the results with possible applications.
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109. Member States should encourage private sector companies to facilitate the

access of the scientific community to their data for research, especially in LMICs,

in particular LDCs, LLDCs and SIDS.
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This access should conform to relevant privacy and data protection standards.
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110. To ensure a critical evaluation of Al research and proper monitoring of
potential misuses or adverse effects, Member States should ensure that any future
developments with regards to Al technologies should be based on rigorous and
independent scientific research, and promote interdisciplinary Al research by
including disciplines other than science, technology, engineering and mathematics
(STEM), such as cultural studies, education, ethics, international relations, law,

linguistics, philosophy, political science, sociology and psychology.
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111. Recognizing that Al technologies present great opportunities to help advance
scientific knowledge and practice, especially in traditionally model-driven
disciplines, Member States should encourage scientific communities to be aware
of the benefits, limits and risks of their use; this includes attempting to ensure
that conclusions drawn from data—driven approaches, models and treatments are

robust and sound.
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Furthermore, Member States should welcome and support the role of the scientific
community in contributing to policy and in cultivating awareness of the strengths

and weaknesses of Al technologies.
olof Bsfl, A= AH 7|0, 13 AFAs 719 el tet A4S Higshe
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POLICY AREA 9: COMMUNICATION AND INFORMATION

M ol SN

112. Member States should use Al systems to improve access to information and
knowledge.
112, Qe AR 0 A4 et M2 FAA717] Ao ABAS A2HE AFgsfor

.

This can include support to researchers, academia, journalists, the general public
and developers, to enhance freedom of expression, academic and scientific
freedoms, access to information, and increased proactive disclosure of official data

and information.
of7loll= A4 SHA, 1AL, g, IR 9 A, S - Aeh ARy AE HSE
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113. Member States should ensure that Al actors respect and promote freedom
of expression as well as access to information with regard to automated content
generation, moderation and curation.

113. 3¥=2 Q1B As B FA7E 239 AR5 &5 2 S HE] Aks A=
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Appropriate frameworks, including regulation, should enable transparency of online
communication and information operators and ensure users have access to a
diversity of viewpoints, as well as processes for prompt notification to the users
on the reasons for removal or other treatment of content, and appeal mechanisms
that allow users to seek redress.
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114. Member States should invest in and promote digital and media and
information literacy skills to strengthen critical thinking and competencies needed
to understand the use and implication of Al systems, in order to mitigate and
counter disinformation, misinformation and hate speech.
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A better understanding and evaluation of both the positive and potentially harmful
effects of recommender systems should be part of those efforts.

23 299 244 w3 9 AAH ot o] g o UL ofa] 8 AAK: ofefat
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115. Member States should create enabling environments for media to have the
rights and resources to effectively report on the benefits and harms of Al systems,

and also encourage media to make ethical use of Al systems in their operations.

115. 3]¥=2 vjHol7} AEAs Al2d 9] FEie Ao Hed g8 | A
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POLICY AREA 10: ECONOMY AND LABOUR

M 3 10: BM R =F

116. Member States should assess and address the impact of Al systems on
labour markets and its implications for education requirements, in all countries and
with special emphasis on countries where the economy is labour-intensive.
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This can include the introduction of a wider range of “core” and interdisciplinary
skills at all education levels to provide current workers and new generations a fair
chance of finding jobs in a rapidly changing market, and to ensure their awareness

of the ethical aspects of Al systems.
sk APOlA AAIdelAl 4% 4] 71315 Algstl A3As AL"e] &34
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Skills such as “learning how to learn”, communication, critical thinking, teamwork,
empathy, and the ability to transfer one’s knowledge across domains, should be

taught alongside specialist, technical skills, as well as low-skilled tasks.
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Being transparent about what skills are in demand and updating curricula around
these are key.
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117. Member States should support collaboration agreements among
governments, academic institutions, vocational education and training institutions,
industry, workers’ organizations and civil society to bridge the gap of skillset
requirements to align training programmes and strategies with the implications of
the future of work and the needs of industry, including small and medium

enterprises.
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Project-based teaching and learning approaches for Al should be promoted,
allowing for partnerships between public institutions, private sector companies,

universities and research centres.
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118. Member States should work with private sector companies, civil society
organizations and other stakeholders, including workers and unions to ensure a fair
transition for at-risk employees.

118. 3l¥=2 B =28 2249 At A AgS BAsH] fsf Wizt 714,
AlHIALS], ‘%l =5AL - e EedEs HIRR 7|8 olsidARE Y d=sfof .

O



164 || A1 2919 Ban AU a7

This includes putting in place upskiling and reskilling programmes, finding
effective mechanisms of retaining employees during those transition periods, and
exploring “safety net” programmes for those who cannot be retrained.
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Member States should develop and implement programmes to research and
address the challenges identified that could include upskilling and reskilling,
enhanced social protection, proactive industry policies and interventions, tax
benefits, new taxation forms, among others.
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Member States should ensure that there is sufficient public funding to support

these programmes.
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Relevant regulations, such as tax regimes, should be carefully examined and
changed if needed to counteract the consequences of unemployment caused by
Al-based automation.
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119. Member States should encourage and support researchers to analyse the

impact of Al systems on the local labour environment in order to anticipate future
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trends and challenges.
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These studies should have an interdisciplinary approach and investigate the impact
of Al systems on economic, social and geographic sectors, as well as on
human-robot interactions and human—-human relationships, in order to advise on

reskilling and redeployment best practices.
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120. Member States should take appropriate steps to ensure competitive markets
and consumer protection, considering possible measures and mechanisms at
national, regional and international levels, to prevent abuse of dominant market
positions, including by monopolies, in relation to Al systems throughout their life
cycle, whether these are data, research, technology, or market.
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Member States should prevent the resulting inequalities, assess relevant markets

and promote competitive markets.
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Due consideration should be given to LMICs, in particular LDCs, LLDCs and SIDS,
which are more exposed and vulnerable to the possibility of abuses of market
dominance as a result of a lack of infrastructure, human capacity and regulations,
among other factors.
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Al actors developing Al systems in countries which have established or adopted
ethical standards on Al should respect these standards when exporting these
products, developing or applying their Al systems in countries where such
standards may not exist, while respecting applicable international law and domestic

legislation, standards and practices of these countries.
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POLICY AREA 11: HEALTH AND SOCIAL WELL-BEING

B P 11 HY D AR =R

121. Member States should endeavour to employ effective Al systems for
improving human health and protecting the right to life, including mitigating
disease outbreaks, while building and maintaining international solidarity to tackle
global health risks and uncertainties, and ensure that their deployment of Al
systems in health care be consistent with international law and their human rights

law obligations.
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Member States should ensure that actors involved in health care Al systems take
into consideration the importance of a patient’s relationships with their family and
with health care staff.
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122. Member States should ensure that the development and deployment of Al
systems related to health in general and mental health in particular, paying due
attention to children and youth, is regulated to the effect that they are safe,
effective, efficient, scientifically and medically proven and enable evidence—based
innovation and medical progress.
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Moreover, in the related area of digital health interventions, Member States are
strongly encouraged to actively involve patients and their representatives in all
relevant steps of the development of the system.
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123. Member States should pay particular attention in regulating prediction,

detection and treatment solutions for health care in Al applications by:
123. 3Y=E AFTAT 380l 3lol, AFHYE FIet AS - A - A7 £FAS FA
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(a) ensuring oversight to minimize and mitigate bias;

() BFS a2t ZAFES G5S BT,

(b) ensuring that the professional, the patient, caregiver or service user is included
as a ‘domain expert” in the team in all relevant steps when developing the
algorithms;
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(c) paying due attention to privacy because of the potential need for being
medically monitored and ensuring that all relevant national and international data

protection requirements are met;
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(d) ensuring effective mechanisms so that those whose personal data is being
analysed are aware of and provide informed consent for the use and analysis of
their data, without preventing access to health care;
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(e) ensuring the human care and final decision of diagnosis and treatment are

taken always by humans while acknowledging that Al systems can also assist in

their work;
(e) ATA S Alaglo] ofo =go] E 4 QUSE AFAT SAl, QIZto] 7ts E Z
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(f) ensuring, where necessary, the review of Al systems by an ethical research

committee prior to clinical use.
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124. Member States should establish research on the effects and regulation of
potential harms to mental health related to Al systems, such as higher degrees
of depression, anxiety, social isolation, developing addiction, trafficking,

radicalization and misinformation, among others.
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125. Member States should develop guidelines for human-robot interactions and

their impact on human—human relationships, based on research and directed at the

future development of robots, and with special attention to the mental and physical
health of human beings.
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Particular attention should be given to the use of robots in health care and the
care for older persons and persons with disabilities, in education, and robots for
use by children, toy robots, chatbots and companion robots for children and adults.
U gofolg Sjat AW - 1T 2R, WG 2R, YU 22, A2, Ko
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Furthermore, assistance of Al technologies should be applied to increase the
safety and ergonomic use of robots, including in a human-robot working
environment.
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Special attention should be paid to the possibility of using Al to manipulate and

abuse human cognitive biases.
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126. Member States should ensure that human-robot interactions comply with the
same values and principles that apply to any other Al systems, including human
rights and fundamental freedoms, the promotion of diversity, and the protection
of vulnerable people or people in vulnerable situations.
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Ethical questions related to Al-powered systems for neurotechnologies and

brain—computer interfaces should be considered in order to preserve human
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dignity and autonomy.
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127. Member States should ensure that users can easily identify whether they are
interacting with a living being, or with an Al system imitating human or animal
characteristics, and can effectively refuse such interaction and request human

intervention.
127. S92 ALBAPE ApAlo] ArAeh A5 AR, ok Izt B FEA £4
< TS ABAS AAET 4B AEIEA] 4 sjoket 4 YR Sof s, ALg A}

IR AoAES ARSIl A7 MU AAEer 8T 5 =S Sfof it

128. Member States should implement policies to raise awareness about the
anthropomorphization of Al technologies and technologies that recognize and
mimic human emotions, including in the language used to mention them, and
assess the manifestations, ethical implications and possible limitations of such
anthropomorphization, in particular in the context of robot-human interaction and

especially when children are involved.
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129. Member States should encourage and promote collaborative research into the
effects of long—term interaction of people with Al systems, paying particular
attention to the psychological and cognitive impact that these systems can have

on children and young people.
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This should be done using multiple norms, principles, protocols, disciplinary
approaches, and assessment of the modification of behaviours and habits, as well
as careful evaluation of the downstream cultural and societal impacts.
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Furthermore, Member States should encourage research on the effect of Al

technologies on health system performance and health outcomes.
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130. Member States, as well as all stakeholders, should put in place mechanisms
to meaningfully engage children and young people in conversations, debates and
decision—-making with regard to the impact of Al systems on their lives and
futures.
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V. MONITORING AND EVALUATION
V. BLER 2 B

131. Member States should, according to their specific conditions, governing
structures and constitutional provisions, credibly and transparently monitor and
evaluate policies, programmes and mechanisms related to ethics of Al, using a

combination of quantitative and qualitative approaches.
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To support Member States, UNESCO can contribute by:
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(a) developing a UNESCO methodology for Ethical Impact Assessment (EIA) of Al
technologies based on rigorous scientific research and grounded in international
human rights law, guidance for its implementation in all stages of the Al system
life cycle, and capacity-building materials to support Member States’ efforts to
train government officials, policy-makers and other relevant Al actors on EIA
methodology;
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(b) developing a UNESCO readiness assessment methodology to assist Member

States in identifying their status at specific moments of their readiness trajectory
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along a continuum of dimensions;
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(c) developing a UNESCO methodology to evaluate ex ante and ex post the
effectiveness and efficiency of the policies for Al ethics and incentives against
defined objectives;
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(d) strengthening the research- and evidence—based analysis of and reporting on
policies regarding Al ethics;
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(e) collecting and disseminating progress, innovations, research reports, scientific
publications, data and statistics regarding policies for Al ethics, including through
existing initiatives, to support sharing best practices and mutual learning, and to

advance the implementation of this Recommendation.
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132. Processes for monitoring and evaluation should ensure broad participation of
all stakeholders, including, but not limited to, vulnerable people or people in

vulnerable situations.
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Social, cultural and gender diversity should be ensured, with a view to improving
learning processes and strengthening the connections between findings,
decision—-making, transparency and accountability for results.
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133. In the interests of promoting best policies and practices related to ethics of
Al, appropriate tools and indicators should be developed for assessing the
effectiveness and efficiency thereof against agreed standards, priorities and
targets, including specific targets for persons belonging to disadvantaged,
marginalized populations, and vulnerable people or people in vulnerable situations,
as well as the impact of Al systems at individual and societal levels.
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The monitoring and assessment of the impact of Al systems and related Al ethics
policies and practices should be carried out continuously in a systematic way
proportionate to the relevant risks.
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This should be based on internationally agreed frameworks and involve evaluations
of private and public institutions, providers and programmes, including
self-evaluations, as well as tracer studies and the development of sets of

indicators.
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Data collection and processing should be conducted in accordance with
international law, national legislation on data protection and data privacy, and the

values and principles outlined in this Recommendation.
glol8 4 - gz glolH 2% 9 Hlo|e] Zeto[HAlof gt A4 - S, 123 &
HaLofA 7heks] AAJRE 71 B Z]o] w} o]giE ofof gt

134. In particular, Member States may wish to consider possible mechanisms for
monitoring and evaluation, such as an ethics commission, Al ethics observatory,
repository covering human rights—compliant and ethical development of Al
systems, or contributions to existing initiatives by addressing adherence to ethical
principles across UNESCO’s areas of competence, an experience-sharing
mechanism, Al regulatory sandboxes, and an assessment guide for all Al actors
to evaluate their adherence to policy recommendations mentioned in this

document.

134. &2 193], A3As &2 VS, ASAS AL AR Aol {2 AQ]

Ae R AL, Z FUIATY BE B ) Boll 4 g2) A F5aA o

24 71E Aol oHAsh= A, A TR WAUE, ASAT A AT, BE ABA
o

5 B9 FA7E 2 daolA AdedE AY ARG S ARE 22 AN 5 Yle

-

l-'O



fd27 9335 o9 Ax || 177

VI. UTILIZATION AND EXPLOITATION OF THE PRESENT RECOMMENDATION
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135. Member States and all other stakeholders as identified in this
Recommendation should respect, promote and protect the ethical values,
principles and standards regarding Al that are identified in this Recommendation,
and should take all feasible steps to give effect to its policy recommendations.
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136. Member States should strive to extend and complement their own action in
respect of this Recommendation, by cooperating with all relevant national and
international governmental and non-governmental organizations, as well as
transnational corporations and scientific organizations, whose activities fall within
the scope and objectives of this Recommendation.
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The development of a UNESCO Ethical Impact Assessment methodology and the
establishment of national commissions for the ethics of Al can be important
instruments for this.
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VII. PROMOTION OF THE PRESENT RECOMMENDATION
VIL. 8 Ao g4

137. UNESCO has the vocation to be the principal United Nations agency to
promote and disseminate this Recommendation, and accordingly will work in
collaboration with other relevant United Nations entities, while respecting their
mandate and avoiding duplication of work.
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138. UNESCO, including its bodies, such as the World Commission on the Ethics
of Scientific Knowledge and Technology (COMEST), the International Bioethics
Committee (IBC) and the Intergovernmental Bioethics Committee (IGBC), will also work
in collaboration with other international, regional and sub-regional governmental
and non-governmental organizations.
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139. Even though, within UNESCO, the mandate to promote and protect falls
within the authority of governments and intergovernmental bodies, civil society will
be an important actor to advocate for the public sector's interests and therefore
UNESCO needs to ensure and promote its legitimacy.
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VIII. FINAL PROVISIONS
VIIL. &5 8

140. This Recommendation needs to be understood as a whole, and the
foundational values and principles are to be understood as complementary and
interrelated.
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